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1. Introduction

The class of hamiltonian graphs is a widely studied research field in graph theory. A special subclass of those graphs are the uniquely hamiltonian graphs, the graphs that contain exactly one hamiltonian cycle. Already in 1946 Smith proved that every edge of a 3-regular graph is contained in an even number of hamiltonian cycles, which was published by Tutte [1]. Clearly, this result implies that 3-regular graphs can never be uniquely hamiltonian. This was then further improved by Thomason [2] who showed that all graphs where all vertices have odd degrees cannot be uniquely hamiltonian. As an implication we get that every uniquely hamiltonian graph must contain at least two vertices of even degree.

The aforementioned early results show that vertex degrees play an important role in uniquely hamiltonian graphs. Bondy and Jackson [3] provided an upper bound of $c \log_2(\delta(G) + 3)$ with $c \approx 2.41$ for the smallest vertex degree $\delta(G)$ for a uniquely hamiltonian graph $G$. Abbasi and Jamshed [4] could improve the upper bound to $c \log_2(n) + 2$ with $c \approx 1.71$. Naturally, the question arises how tight this upper bound is.

Already in 1980 Entringer and Swart [5] found uniquely hamiltonian graphs with minimum degree three. Their graphs have only two vertices of degree four and all other vertices have degree three, which is as close as we can get to 3-regular uniquely hamiltonian graphs by Thomason’s theorem. Sheehan conjectured in 1975 that there do not exist 4-regular...
uniquely hamiltonian graphs. If we allow parallel edges, Fleischner [6] constructed infinitely many 4-regular uniquely hamiltonian multigraphs. This construction could not be extended to simple graphs and therefore Sheehan’s conjecture is still an open problem.

Another question raised by Bondy [7] asks whether there exists a uniquely hamiltonian graph with minimum degree four. This question got answered by Fleischner [8] who constructed an infinite family of uniquely hamiltonian graphs that only have vertices of degree four and 14. The big gap between the best known minimum degree \( \delta(G) = 4 \) and the upper bound \( \delta(G) \leq c \log_2(n) + 2 \) remains an open problem.

If we consider only planar graphs Bondy and Jackson [3] provided a much smaller upper bound of \( \delta(G) \leq 3 \) by showing that a planar uniquely hamiltonian graph has at least two vertices of degree two or three. Clearly, there exist planar uniquely hamiltonian graphs with \( \delta(G) = 2 \), for example the cycle graphs \( C_n \). Bondy and Jackson conjectured that every planar uniquely hamiltonian graph contains a vertex of degree two, i.e. \( \delta(G) \leq 2 \) for planar uniquely hamiltonian graphs, which would close the gap for the case of planar graphs.

Since the construction of uniquely hamiltonian graphs with minimum degree four by Fleischner was quite surprising for the scientific community, one may guess that there exist also planar uniquely hamiltonian graphs with minimum degree three. Unfortunately, the techniques used by Fleischner to construct uniquely hamiltonian graphs with minimum degree four cannot directly be applied to planar graphs. This motivates the computer-aided search for such graphs on which we will focus in this article. Especially, we will systematically search through planar graphs up to a certain order to either find a counterexample to the conjecture of Bondy and Jackson or establish a lower bound for the order of a uniquely hamiltonian planar graph with minimum degree three. Such a lower bound of 18 vertices was established recently by Goedgebeur et al. [9] who developed a construction procedure for generating all non-isomorphic graphs with a given number of hamiltonian cycles, which works especially well for a small number of cycles like in the case of uniquely hamiltonian graphs. As we will see in Theorem 6.2 we will improve this lower bound to 25 vertices. Furthermore, also with the goal to find a uniquely hamiltonian planar graph with minimum degree three, we developed in a previous work [10] an algorithm for finding uniquely hamiltonian graphs with minimum degree three with a small crossing number. Although, we could not find any planar graphs or even graphs with crossing number one in this work, we obtained many graphs of different orders with crossing number two.

Instead of directly searching for uniquely hamiltonian planar graphs we will focus in this work on searching for a planar graph with minimum degree at least three containing a so called stable fixed-edge cycle, or short SFE-cycle. In Section 2 we show that such a graph would imply the existence of a uniquely hamiltonian planar graph with minimum degree three. As we will see we can prove strong properties for a minimum planar graph with minimum degree at least three that contains an SFE-cycle. This helps us to search for such a graph more effectively.

Our overall approach is to use the tool plantri [11] to generate exactly one representant of all isomorphism classes of planar graphs with minimum degree three of some given order. Then we check for each of these graphs if they contain an SFE-cycle or not. To that end we formulate three problem variants that decide for a given input graph if it contains an SFE-cycle, a dominating SFE-cycle, or a dominating SFE-cycle with some additional properties, respectively. The third problem variant is used for checking if a graph is a potential minimum counterexample. We prove in Section 4 that the stable cycle of a minimum counterexample must satisfy those additional properties. In Section 4 we also prove some properties a graph must satisfy to be a minimum counterexample, one of which is the strong property of triangle freeness. To effectively generate such candidate graphs we use plantri to construct dual graphs with minimum degree four.

For solving the three problem variants we propose an integer linear programming (ILP) based approach [12] and an enumeration scheme. Using both approaches helps us to verify the results and allows us comparing the performances for different graph sizes. As already mentioned the main result of this article is a new lower bound of 25 vertices for the smallest uniquely hamiltonian planar graph with minimum degree three.

In this work we only consider undirected simple graphs. Furthermore, we focus on planar graphs. In Section 2 we present the reductions from uniquely hamiltonian to stable cycles and the first two of the three problems that we consider. Two different solution approaches for solving the problems are then presented in Section 3. In Section 4 we focus on properties a minimum counterexample must satisfy and formulate the third problem variant. We then apply our algorithms presented in Section 3 on different instance groups and summarize the results in Section 6. Finally, we conclude with Section 7 and propose some further research ideas.

2. Reduction to stable fixed-edge cycles

In this section we reduce the search for uniquely hamiltonian planar graphs with minimum degree three to the search for planar graphs \( G \) with \( \delta(G) \geq 3 \) and a stable fixed-edge cycle.

We will start with defining what we mean by a stable fixed-edge cycle.

**Definition 2.1.** Let \( G \) be a graph. A fixed-edge cycle, or short an FE-cycle, is a pair \((C, e)\) where \( C \) is a cycle of \( G \) and \( e \) an edge occurring in \( C \). An FE-cycle \((C, e)\) is called maximal if there is no FE-cycle \((C', e)\) in \( G \) with \( V(C') \supseteq V(C) \). Moreover, a FE-cycle \((C, e)\) is called dominating if \( C \) is edge-dominating in \( G \), i.e. for all edges \( e = vw \in G \) either \( v \) or \( w \) is in \( V(C) \). Finally, a maximal FE-cycle \((C, e)\) is called a stable fixed-edge cycle or short SFE-cycle if there is no other FE-cycle \((C', e)\) with \( C' \neq C \) and \( V(C') = V(C) \).
We call a graph containing an SFE-cycle an SFE-graph.

The following proposition transforms a graph containing a hamiltonian SFE-cycle into a uniquely hamiltonian graph in a planarity and minimum degree preserving way. This implies that we can search for planar graphs containing a hamiltonian SFE-cycle instead of uniquely hamiltonian planar graphs. A similar transformation was first mentioned by Leder in his master thesis [13].

**Proposition 2.2.** Let \( G \) be a graph containing a hamiltonian SFE-cycle. Then there exists a uniquely hamiltonian graph \( G' \) with \( |V(G')| = 2|V(G)| - 2 \) and \( \delta(G') \geq \delta(G) \). Furthermore, if \( G \) is planar then \( G' \) is also planar.

**Proof.** Let \((C, e)\) with \( e = (u, v)\) be the hamiltonian SFE-cycle of \( G \). We construct \( G' \) by starting with two copies \( G^* \) and \( G^{**} \) of \( G \). We then identify the vertices \( u^* \in V(G^*) \) with \( u^{**} \in V(G^{**}) \) and \( v^* \in V(G^*) \) with \( v^{**} \in V(G^{**}) \) to glue the two copies together. The hamiltonian cycle \( C \) naturally implies a hamiltonian cycle \( C' \) in \( G' \) by using two copies of \( C \) and connecting them. It is also stable since if there would be another hamiltonian cycle \( C'' \) in \( G' \) then it must be different in one of the two copies. Considering the edges of the cycle in this copy together with the edge \( e \) gives us then a cycle in \( G \) that is different to \( C \) and also a hamiltonian SFE-cycle of \( G \), which is a contradiction.

Clearly, \( |V(G')| = 2|V(G)| - 2 \) holds. All vertices in the two copies have the same degrees as in the original graph except for the identified vertices \( u^* \) and \( v^* \), but the degrees of those two can only increase and therefore we have \( \delta(G') \geq \delta(G) \). Furthermore, if \( G \) is planar we can find an embedding such that \( e \) is on the outer face and then removing \( e \), adding the copy of the embedding and identifying \( u^* \) and \( v^* \) with their copies can be done without any crossings. Therefore, \( G' \) is also planar.

Note that Leder connected the vertices \( u^* \) with \( u^{**} \) and \( v^* \) with \( v^{**} \) using new edges instead of identifying them, which results in a slightly larger graph with the advantage that all vertices in the copies have the same degrees as in the original graph. This is especially important for regular graphs, since it is regularity-preserving.

For the proof of the next result but also for **Section 4** the following definition will be helpful.

**Definition 2.3.** Let \( G \) be a graph and \((C, e)\) an FE-cycle in \( G \). A vertex \( v \) of \( G \) is called a small vertex if its degree \( d(v) \leq 3 \) and if it is not incident to the fixed edge \( e \). Otherwise, a vertex \( v \) is called a large vertex. If a large vertex has a degree larger than three it is called a really large vertex and otherwise it is called a fixed large vertex.

A vertex in \( V(C) \) is called a cycle vertex and a vertex in \( V \setminus V(C) \) is called an outer vertex.

We write \( V_i(G) \) for the set of all large vertices in \( G \) and \( V_0(G) \) for the set of all small vertices in \( G \). Furthermore, we write \( V_i(C), V_o(C), V^o(C) \) for the sets of all large cycle vertices, large outer vertices, small cycle vertices, and small outer vertices, respectively.

The reason why we declare neighbors of the fixed edge as large also if they have degree three is the following lemma.

**Lemma 2.4.** Let \( G \) be a graph and \((C, e)\) be an SFE-cycle in \( G \) such that all vertices that are not incident to \( e \) have degree at least three. Then there exists a graph \( G' \) with \( \delta(G') \geq 3 \) and an SFE-cycle \((C', e')\) in \( G' \) such that \( V(G') \subseteq V(G), V(C') \subseteq V(C), \) and \( V(G') \setminus V(C') = V(G) \setminus V(C) \). Furthermore, if \( G \) is planar then \( G' \) is planar and if \( G \) is 2-connected then \( G' \) is 2-connected.

**Proof.** Assume the lemma is not true and let \( G \) be the smallest graph with respect to \( |V(G)| \) for which it is not true. It must hold \( \delta(G) < 3 \), otherwise \( G' = G \) would be a contradiction to the assumption. The only possible vertices of degree smaller than three are the end vertices of \( e \), let \( v \) be one such end vertex with degree less than three. Clearly \( d(v) = 2 \) since \( v \in V(C) \).

We define a new graph \( G' \) by removing the vertex \( v \) together with its two incident edges from \( G \) and adding a new edge \( e' \) between the two neighbors of \( v \). If the neighbors of \( v \) were already connected by an edge we do not add a new edge \( e' \) and call the edge connecting the two neighbors \( e' \). Furthermore, we also remove \( v \) and its two incident edges from \( C \) and add the edge \( e' \) to get a new cycle \( C' \) in \( G' \). If we fix the edge \( e' \) we can see that \((C, e')\) is again an SFE-cycle in \( G' \). Furthermore, all vertices in \( G' \) that are not incident to \( e' \) were vertices in \( G \) not incident to \( e \) and did not get modified by the transformation and therefore have degree at least three in \( G' \).

All in all \( G' \) satisfies the constraints of this lemma and since \( |V(G')| < |V(G)| \) holds we know by assumption that the lemma is true for \( G' \). Therefore, there exists a graph \( G'' \) with \( \delta(G'') \geq 3 \) and an SFE-cycle \((C'', e'')\) in \( G'' \), satisfying \( V(G'') \subseteq V(G), V(C'') \subseteq V(C), \) and \( V(G'') \setminus V(C'') = V(G') \setminus V(C) \). Furthermore, if \( G' \) is planar also \( G'' \) is planar and if \( G' \) is 2-connected also \( G'' \) is 2-connected. But then it holds that \( V(G'') \subseteq V(G'), V(C'') \subseteq V(C'), \) and \( V(G'') \setminus V(C'') = V(G') \setminus V(C') = V(G) \setminus V(C) \). Last but not least if \( G \) is planar clearly also \( G' \) is planar and therefore also \( G'' \) is planar. Furthermore, if \( G \) is 2-connected also \( G' \) is 2-connected and therefore also \( G'' \) is 2-connected. All in all we get a contradiction to the assumption that the lemma is not true for \( G \).

In the next result we present the transformation by Leder [13] that transforms a graph containing a dominating SFE-cycle into a graph containing a hamiltonian SFE-cycle preserving planarity.

**Theorem 2.5.** Let \( G \) be a graph with \( \delta(G) \geq 3 \) containing a dominating SFE-cycle \((C, e)\). Then there exists a graph \( G' \) with \( \delta(G') = 3 \) that contains a hamiltonian SFE-cycle with \( |V(G')| \leq 2|V(G)| - |V(C)| \). Furthermore, if \( G \) is planar, then \( G' \) is also planar.
Proof. We apply iteratively a planarity preserving transformation that constructs from a graph $G$ with a dominating SFE-cycle $(C, e)$ a new graph $G'$ with a dominating SFE-cycle $(C', e')$ such that the number of unvisited vertices by the cycle is reduced by one. The order of the new graph is at most increased by one per iteration. Let $w \in V(G) \setminus V(C)$ be an unvisited vertex.

Note that any small neighbor $w_1$ of $w$ cannot be connected to another neighbor $w_2$ of $w$ by an edge $f$. This can be seen by the fact that $w_1$ must be part of $C$, otherwise $C$ would not be dominating. Since the edge between $w_1$ and $w$ is not in $E(C)$ and since $w_1$ has degree three we know that the edge $f$ would have to be in $E(C)$. But we could then replace the edge $f$ in $C$ by the path $w_1$, $w$, $w_2$ which is a contradiction to the stability of $C$.

In the following we distinguish different cases based on the number of small neighbors of $w$. If we remove $w$ we have to ensure that we insert new edges such that all small neighbors have degree at least three again.

- If $w$ has no neighbors of degree three, we can just remove the vertex $w$ and define $G' = G \setminus w$ and $(C', e') = (C, e)$.
- If $w$ has one or two small neighbors, let $w_1$ be one small neighbor and $w_2$ the second small neighbor or any other neighbor of $w$ if no second small neighbor exists. We connect now $w_1$ with $w_2$ and remove the vertex $w$, i.e. $G' = G \setminus w \cup \{w_1w_2\}$, and $(C', e') = (C, e)$. Any cycle in $G'$ that contains the edge $w_1w_2$ can be translated to a cycle in $G$ containing the vertex $w$. Therefore, $(C, e)$ being stable implies that $(C', e')$ is stable.
- The most interesting case is that $w$ has at least three small neighbors, let $w_1$ be one of them. And let $e_1$ and $e_2$ be the other two edges incident to $w_1$ that are not incident to $w$. Let $x_1 \neq w$ and $x_2 \neq w$ be the other end vertex of $e_1$ and $e_2$.

We remove now the vertex $w$ and connect all other neighbors of $w$ with degree three to $w_1$. To preserve the stability of the cycle we need to add two more vertices $v_1$ and $v_2$ placed on the edges $e_1$ and $e_2$ and connect them, see Fig. 1. Formally we define

$$G' = G \setminus \{w, e_1, e_2\} \cup \{(v_1, v_2), (v_1, v_1), (w_1, v_2), (v_1, x_1), (v_2, x_2)\}$$

and $C' = C \setminus \{(w_1, x_1), (v_1, x_2)\} \cup \{(w_1, v_1), (w_1, v_2), (v_1, x_1), (v_2, x_2)\}$. Furthermore, the fixed edge remains $e' = e$.

A cycle in $G'$ that uses exactly one edge between two neighbors of $w$ can be transformed to a cycle in $G$ that visits $w$. Furthermore, a cycle in $G'$ that uses two edges between two neighbors of $w$, i.e. visits $w_1$ in between those two edges, and still visits the new vertices $v_1$ and $v_2$ can again be transformed to a cycle in $G$ that visits $w$. Therefore, one can verify that the stability of $(C, e)$ in $G$ and its implied maximality imply that the new FE-cycle $(C', e')$ is also stable.

Note, that the transformations in all cases above are planarity preserving, see also Fig. 1. Furthermore, the first cases only remove one vertex and only the last case removes one vertex and adds two new vertices which results in $|V(G')| \leq |V(G)| + 1$.

The resulting graph $G'$ satisfies in all cases the conditions of Lemma 2.4 and therefore can be transformed into a graph $G''$ with an SFE-cycle $(C'', e'')$, $\delta(G'') \geq 3$, and $|V(G'')| \leq |V(G')| \leq |V(G)| + 1$. Furthermore, if $G$ is planar then $G'$ is planar and therefore also $G''$ is planar.

Applying the whole transformation described in this proof until now in sequence to all unvisited vertices $V(G) \setminus V(C)$ in $G$ gives us then a graph $G'$ and an SFE-cycle $(C', e')$ that satisfy all needed properties. To see that $\delta(G') = 3$ we note that the resulting graph is uniquely hamiltonian and therefore $\delta(G') \leq 3$ by Bondy and Jackson’s theorem. □

Proposition 2.2 and Theorem 2.5 together give us that if we find a planar graph $G$ with minimum degree at least three having a dominating SFE-cycle this would disprove the conjecture by Bondy and Jackson. To search for such graphs we want to develop algorithms that can check for a graph if it contains a dominating SFE-cycle, i.e. we want to solve the following problem.

Problem 1. Given a graph $G$, does $G$ contain a dominating SFE-cycle?

But we can go one step further and even relax the dominating condition. To do that we need to restrict us to 2-connected graphs, which is not really a restriction since every graph $G$ with $\delta(G) \geq 2$ with a dominating cycle must be 2-connected.

**Fig. 1.** Transformation used for removing unvisited vertices. The dominating cycle is visualized by the red edges. The dashed edge is used if there is only one degree three neighbor and the two new vertices are only inserted if there are three or more degree three neighbors. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
The next theorem presents a planarity-preserving transformation from a 2-connected SFE-graph \( G \) with \( \delta(G) \geq 3 \) to a graph \( G' \) with \( \delta(G') \geq 3 \) that contains a dominating SFE-cycle.

**Proposition 2.6.** Given a 2-connected graph \( G \) with \( \delta(G) \geq 3 \) that contains an SFE-cycle \( C \). Then there exists a 2-connected graph \( G' \) with \( \delta(G') \geq 3 \) that contains a dominating SFE-cycle and \( |V(G')| \leq |V(G)| \). If \( C \) is not dominating then \( |V(G')| < |V(G)| \). Furthermore, if \( G \) is planar then \( G' \) is planar.

**Proof.** If \( C \) is dominating we can choose \( G' = G \) and are done. Otherwise, let \( H \) be a non-trivial connected component of \( G \setminus V(C) \). We contract now \( H \) in \( G \) to one vertex \( w \) and remove all parallel edges. The 2-connectedness of \( G \) implies now that \( w \) has degree at least two. Note that all other vertices in the new graph have degree at least three since they were either not connected to \( H \) in which case their degree remains unchanged, or they are now connected to \( w \). In the latter case their degree might have been reduced due to the removal of parallel edges, but they still have degree at least three since they are part of \( C \) and connected to \( w \) which is not part of \( C \). If the degree of \( w \) is two we can replace \( w \) and its two incident edges by one edge and get again a graph with minimum degree at least three.

Every cycle in the new graph that contains \( w \) or the new edge can be transformed to a cycle in the original graph containing a path through the connected component of \( H \). This implies that the FE-cycle \( (C, e) \) is also stable in the new graph. Applying the above procedure for every non-trivial connected component of \( G \setminus V(C) \) we get a graph where \( (C, e) \) is dominating and still stable. Since we only contracted connected subgraphs in the above procedure, we get that \( \delta(G') \geq \delta(G) \) and that \( G' \) is planar if \( G \) is planar. \( \Box \)

Let us consider now the following conjecture.

**Conjecture 1.** There does not exist a 2-connected planar SFE-graph with minimum degree at least three.

Proposition 2.2, Theorem 2.5, and Proposition 2.6 imply the following theorem.

**Theorem 2.7.** Conjecture 1 is equivalent to Bondy and Jackson’s conjecture.

To search for such graphs we need to check if a given graph is an SFE-graph, i.e. solve the following problem.

**Problem 2.** Given a 2-connected graph \( G \), is \( G \) an SFE-graph?

### 3. Algorithmic approaches

In this section we present two approaches, one based on integer linear programming and one based on cycle enumeration. For the ILP based approach we will present a basic method and some algorithmic improvements for solving it. The algorithmic improvements and also the cycle enumeration approach will use a data structure for storing and querying the found cycles, which we will also present in this section. Nevertheless, the problem can also be solved with the basic ILP approach, which does not use the data structure. This is important for verifying the results independently.

#### 3.1. Basic ILP approach

We simply check for each edge \( e \in E(G) \) if there is any SFE-cycle with the fixed edge \( e \). To do that we search for a maximal cycle containing the edge \( e \), avoiding all cycles found until now. Whenever we find an FE-cycle we check if it is stable or not. This procedure is repeated until no new FE-cycle is found.

An ILP model is used for finding new cycles and another one for checking if a cycle is stable. We denote the set of all already found cycles for the edge \( e \) by \( \mathcal{C} \). Furthermore, for a set of vertices \( V' \subseteq V(G) \) we denote by \( \delta(V') \) the set of all edges that are incident with one vertex in \( V' \) and one vertex outside \( V' \). Similarly, for \( v \in V \) we denote by \( \delta(v) \) the set of incident edges of \( v \). Moreover, let \( w \) be a fixed end vertex of \( e \). The following ILP model is for finding new cycles.

\[
\begin{align*}
\max \sum_{v \in V(G)} x_v \\
\text{s.t.} & \sum_{f \in \delta(v)} y_f = 2x_v & \forall v \in V(G) \\
& \sum_{f \in \delta(V')} y_f \geq 2x_v & \forall \emptyset \neq V' \subseteq V(G) \setminus \{w\}, v \in V' \\
& y_e = 1 \\
& \sum_{v \in V(G) \setminus V(C)} x_v \geq 1 & \forall \mathcal{C} \in \mathcal{C}
\end{align*}
\]
The boolean \( x \)-variables indicate if a vertex is part of the cycle or not and the boolean \( y \)-variables if an edge is part of the cycle or not. To ensure that each found cycle is maximal we maximize the number of vertices in the cycle, see [1]. We use here a classical approach for modeling cycles in an undirected version: For eliminating subtours we use cut constraints originally proposed for the TSP by Dantzig et al. [14], see (3). As it is standard with this approach the exponential many subtour elimination constraints get added to the program dynamically in a branch-and-cut manner using a fast max-flow algorithm for separating cuts in the LP-relaxation. Constraint (4) ensures that \( e \) is part of the cycle and constraints (5) guarantee that we find a new maximal cycle that was not found before.

Note that for similar problems models based on directed edge variables frequently result in better performance than the undirected variant, since the directed variant has a tighter LP-relaxation [12]. However, as we will see in Section 6 the graph sizes we are mainly concerned with are so small that the ILP models get solved fast, and our experiments indicated that the overhead of a directed model does not pay off in our case.

For each cycle \( C \) we find with this model we solve the following ILP model to check if the cycle is stable. This time we do not need the \( x \)-variables since we already know which vertices must be part of the cycle. Therefore, we can use any model for finding hamiltonian cycles, such as the following. Let \( G' \) be the graph induced by the vertex set \( V(C) \).

\[
\text{max } 0
\]

\[
\text{s.t. } \sum_{f \in \delta(v) \cap E(G')} y_f = 2 \quad \forall v \in V(C)
\]

\[
y_e = 1
\]

\[
\sum_{f \in \delta(V') \cap E(G')} y_f \geq 2 \quad \forall \emptyset \neq V' \subseteq V(C) \setminus \{w\}
\]

\[
\sum_{f \in E(G') \setminus E(C)} y_f \geq 2
\]

\[
y_f \in \{0, 1\} \quad \forall f \in E(G')
\]

Note that this model has no meaningful objective function as we are interested just in the fact whether or not a feasible solution exists. We use again cut constraints for eliminating subtours, see (10). To ensure that the cycle is different from the already found cycle \( C \) we ensure with Constraint (11) that the new cycle contains edges that do not appear in the old cycle.

This basic approach needs to solve many ILP models to check if a given graph contains an SFE-cycle. Although the basic approach has an overhead for each ILP model it needs to solve, it is still important since we can use it to check our results and especially to verify the correctness of the enumeration approach.

To improve this basic approach we want to add in an advanced approach constraints like (5) dynamically. This results in cycles that may not be maximal. The following data structure helps us to store cycles and detect non-maximal cycles.

### 3.2. Data structure for storing cycles

To be able to check if a new found cycle \( C \) is a potential maximal cycle for some fixed edge we need to check if there exists for each edge \( e \in E(C) \) an already found cycle \( C' \) that contains \( e \) and \( V(C) \neq V(C') \). To that end we will store each cycle we find in an appropriate data structure. Furthermore, the data structure will help us to search for SFE-cycles in the end.

The above query problem is an extension of the containment query problem, which is a widely studied problem [15–17]. For every known data structure for these problems it holds that either the query time is in \( \Omega(N) \) or storage size is in \( 2^{O(n)} \) where \( N \) is the number of stored sets and \( n \) is the alphabet size, which is in our case the number of vertices of the graph. If this must hold is an open question, although some theoretical lower bounds for computation times or storage size got already established [18].

Since we consider an extension of this problem, we will focus on a simple solution based on the Hasse diagram [19]. Furthermore, since we build up the data structure during the execution of our algorithm we have to balance the query times and the size of the data structure. Because we are searching for maximal cycles and in the case of Problem 1 for dominating cycles the vertex complements of such cycles tend to be small sets. Therefore, we focus on the vertex complements \( V(G') \setminus V(C) \) in our data structure. The worst case size of the Hasse diagram is \( O(N^2) \), which is in our case normally much smaller than \( 2^{O(n)} \), especially if we only consider dominating cycles.
Algorithm 1 Adding a new cycle C to the data structure.

1: INPUT: Graph G, data structure \( D = (H, (C^i)^e_{xeH,i\in\{1,...,M_X\}}, m, I) \), and cycle C in G.
2: OUTPUT: modified data structure \( D \)
3: \( X \leftarrow V(G) \setminus V(C) \)
4: if X not in Hasse diagram then
5: store X in Hasse diagram, \( m(X, e) \leftarrow 0 \) for all \( e \in E(G) \)
6: for Y direct predecessor of X in Hasse diagram, \( Y \subseteq X \) do
7: for \( e \in E(G) \) with \( m(Y, e) \neq 0 \) do
8: \( m(X, e) = \infty \)
9: end for
10: end if
11: else if \( C = C^i_X \) for some \( i \in \{1,...,M_X\} \) then
12: return \( D \)
13: end if
14: \( M_X \leftarrow M_X + 1, C^i_{M_X} \leftarrow C \)
15: \( m(X, e) \leftarrow m(X, e) + 1 \) and add \( M_X \) to I(X, e) for all \( e \in E(C) \)
16: if \( m(X, e) \in \{0, \infty\} \) for all \( e \in E(G) \) then
17: delete X from Hasse diagram and return
18: end if
19: for Y successor of X in Hasse diagram, \( Y \supseteq X \) do
20: for \( e \in E(C) \), \( m(X, e) = 1 \) do
21: \( m(Y, e) = \infty \)
22: end for
23: if \( m(Y, e) \in \{0, \infty\} \) for all \( e \in E(G) \) then
24: delete Y from Hasse diagram
25: end if
26: end for
27: return \( D \)

Additionally, to the Hasse diagram of all vertex complements of found cycles we store for each vertex complement X a list of all found cycles \( (C^i)^X_{M_X} \) with vertex complement X. Moreover, for each vertex complement X and edge e a set of indices I(X, e) gets stored such that \( C^X \) contains edge e if and only if \( i \in I(X, e) \). By \( m(X, e) \) we denote the size of the set I(X, e) with the exception that we set \( m(X, e) = \infty \) if there exists a cycle with a smaller vertex complement \( Y \subseteq X \) that contains e. In this case no cycle with the vertex complement X can be a maximal FE-cycle for the edge e. If \( m(X, e) \geq 2 \) (including \( m(X, e) = \infty \)) we know that cycles with the vertex complement X cannot be SFE-cycles for the edge e.

All in all we denote by \( D = (H, (C^i)^e_{xeH,i\in\{1,...,M_X\}}, m, I) \) our whole data structure, where H represents the Hasse diagram. At the beginning H gets initialized as empty and therefore also all other components of \( D \). Algorithm 1 shows the procedure of adding a cycle to the data structure. Note that in line 4 only need to consider direct predecessors since if \( Y_1 \subseteq Y_2 \subseteq X \) we know that \( m(Y_1, e) \neq 0 \) implies \( m(Y_2, e) = \infty \neq 0 \). Furthermore, lines and are important, since they reduce the size of the Hasse diagram if a vertex complement is not relevant anymore. This is especially important if we find many non-maximal cycles. After we added all found cycles we can use this data structure to check if there is any SFE-cycle by simply checking if for any vertex complement X and edge e we have \( m(X, e) = 1 \).

3.3. Advanced ILP approach

Now we use the previously presented data structure to improve the performance of our ILP approach. First of all we do not want to search for cycles for each edge e separately, since we can reuse a cycle for all its edges. To that end we split the approach into two phases, the first phase searches for maximal cycles and the second phase checks if one of them is an SFE-cycle for some fixed edge e. All cycles we find in the first phase get added to the data structure. The second phase searches the data structure for cycles C with \( m(X(C), e) = 1 \) and checks if (C, e) is an SFE-cycle in the same way as we presented for the basic ILP approach in Section 3.1.

To search for new maximal cycles for arbitrary fixed edges we add new boolean variables \( z_e \) for \( e \in E(G) \) to our model which describe that the edge e is a potential fixed edge. We then replace the constraints (4) by the following constraints where \( C \) represents the set of all so far found cycles:

\[
z_e \leq Y_e \quad \forall e \in E(G) \tag{13}
\]

\[
\sum_{e \in C} z_e \geq 1 \tag{14}
\]
\[
\sum_{v \in V(C)} X_v \geq Z_e
\]
\[
\forall C \in \mathcal{C}, \forall e \in E(C) : m(X(C), e) \geq 1.
\] (15)

Constraints (13) ensure that a fixed edge must always be part of the cycle and constraint (14) enforces that there is at least one fixed edge. Furthermore, constraints (15) guarantee that the newly found cycle is a new maximal cycle for the fixed edge \( e \) if \( z_e \) is active.

To further speed up the approach we treat constraints (15) as lazy constraints and solve the model only once instead of restarting the solver after each found cycle for the updated model. That means whenever we find a new cycle, i.e., an integer solution to the current model, we add it to the data structure via Algorithm 1. Then we add for all edges \( e \in E(C) \) with \( m(X(C), e) = 1 \) the respective constraint (15) dynamically. Formally this results in the end in an infeasible model but by collecting all the cycles gathered during the execution we get a complete collection of all potential maximal cycles. We can then execute phase two as explained above to check if any of the gathered cycles in the data structure is an SFE-cycle for some edge.

Note that since we do not have a fixed edge \( e \) in the model, we have to specify what we use as vertex \( w \) in constraints (3). This vertex should always be part of the cycle. To that end we enumerate over all vertices in \( V(G) \), starting with the first as \( w \). Then we apply the first phase and afterwards we forbid this vertex in all following runs by forcing \( x_w = 0 \) and chose the next vertex as \( w \). The successive runs will be much faster than the first ones since the model gets easier to solve and fewer cycles will be found with each forbidden vertex. After all this we apply phase two to the current data structure.

If we are searching for dominating cycles we can improve this by only looking at an edge \( e \in E(G) \) and using the fact that one of the ends of this edge must be part of the cycle. Therefore, we only need to apply the first phase two times. Furthermore, we will see in Section 4 that if we search for a minimum counterexample we can identify vertices that must always be part of the cycle, see Proposition 4.3, and therefore can use such a vertex as \( w \) and have to apply the first phase only once.

3.4. Cycle enumeration approach

In the above ILP approach we directly searched for maximal cycles. The idea of the alternative cycle enumeration approach is to enumerate all cycles in the graph and let our data structure do the work of filtering out the maximal ones. To speed up the algorithm we try to identify as early as possible if a cycle may be maximal and do not add it to the data structure if this is not the case.

A pseudo code of the approach using a fixed vertex \( w \) is given in Algorithm 2 which uses the recursive function FINDCYCLES shown in Algorithm 3. The basic idea is to build a path recursively and try all possibilities to extend it until we can close the path to a cycle. We keep track of the two ends of the path and all the edges in the graph that are only incident to unvisited vertices or ends. Then for the end vertex with fewer remaining incident edges we try every such edge as an extension of the path. We call an edge a closing edge if it connects the two end vertices, and we call the resulting cycle the corresponding cycle to this closing edge. Whenever we find a closing edge, we can add the corresponding cycle to our data structure, see line of Algorithm 3.

To further speed up this algorithm we use five different states for vertices: unvisited, visited, end, fixed, and dropped. The vertices within the path are visited and the two end vertices have state end. For a vertex that is not in the path and has at some point only one incident edge left we know that it cannot be part of the cycle. We set the state to dropped and remove its incident edge, see line of Algorithm 3.

If we search for dominating cycles we know that one of the two end vertices of each edge must be part of the cycle. Whenever we drop a vertex we can mark its only remaining unvisited adjacent vertex as fixed, see line of Algorithm 3. Furthermore, if at some point a fixed vertex gets dropped we know that this path can never lead to a dominating cycle. To check for a closing edge if the corresponding cycle is dominating we keep during the whole algorithm track of the number of edges for which none of the two end vertices is part of the current path. A closing edge corresponds to a dominating cycle if and only if this number is zero at this point.

**Algorithm 2** Cycle enumeration approach for one fixed vertex.

1: INPUT: Graph \( G \), fixed vertex \( w \in V(G) \).
2: OUTPUT: data structure \( \mathcal{D} \)
3: \( s_v \leftarrow \) unvisited \( \forall v \in V(G) \), \( s_w \leftarrow \) end
4: initialize new data structure \( \mathcal{D} \) with empty Hasse diagram
5: for \( v \) neighbor of \( w \) in \( G \) do
6: \( P \leftarrow \{vw\}, s_v \leftarrow \) end, remove \( vw \) from \( E(G) \)
7: \( \mathcal{D} \leftarrow \text{FINDCYCLES}(G, \mathcal{D}, P, (s_v)_{v \in V(G)}) \)
8: \( s_v \leftarrow \) unvisited, add \( vw \) to \( E(G) \)
9: end for
10: return \( \mathcal{D} \)
Algorithm 3  Recursive function for finding cycles.

1: function FINDCYCLES(G, D, P, (s_v)_v∈V(G))
2:     while G has a vertex z with degree one and s_z ∉ {visited, end} do
3:         if s_z = fixed then
4:             return D
5:     end if
6:     w ← only neighbor of z in G
7:     if only searching for dominating cycles and s_w = unvisited then
8:         s_w ← fixed
9:     end if
10:     s_z ← dropped, G ← G − zw
11:     end while
12:     w ← arg min_w is end of P|N(w)|, x ← other end of P
13:     for v ∈ N(w) \ {x} do
14:         s ← s_v, P ← P ∪ {vw}, s_w ← visited, s_v ← end
15:         E_w ← all edges incident to w in G, G ← G − E_w
16:         D ← FINDCYCLES(G, D, P, (s_v)_v∈V(G))
17:         P ← P \ {vw}, s_w ← end, s_v ← s, add edges E_w to G
18:     end for
19:     if x ∈ N(w) then
20:         add cycle P ∪ {xw} to D
21:     end if
22:     return D
23: end function

What remains is to specify with which vertex we start the algorithm. To do that we can iterate over all possible starting vertices in the same way as we described at the end of Subsection 3.3 and apply the algorithm to each of them. Whenever we used a start vertex and applied the algorithm we remove it from G and continue with the next fixed vertex.

4. Properties of a minimum counter example

In this section we will discuss some properties a minimum planar, 2-connected SFE-cycle graph with minimum degree at least three, i.e. a minimum counterexample to Conjecture 1, must have. By minimum we mean w.r.t. the following relation:

\[ G = (V, E) \leq G' = (V', E') \iff |V| < |V'| \vee (|V| = |V'| \wedge |E| \leq |E'|) \]

For the whole section let \( G = (V, E) \) be a minimum counterexample and let \((C, e)\) be the SFE-cycle. The following notations will be useful.

The following statement about the maximal FE-cycle \( C \) follows directly from Proposition 2.6.

Corollary 4.1. \( C \) is dominating.

Furthermore, we can prove the following connectedness result.

Proposition 4.2. \( G \) is 3-connected.

Proof. Assume \( G \) is not 3-connected. Hence, there are two vertices \( v \) and \( w \) such that \( G \setminus \{v, w\} \) is not connected. Let \( V_1 \) be the vertex set of a component of \( G \setminus \{v, w\} \) that does not contain the fixed edge. Let \( H \) be the subgraph of \( G \) induced by \( V_1 \cup \{v, w\} \). We consider the graph \( G' = H \cup vw \). Since \( G \) is 2-connected we know that the degree of \( v \) and \( w \) in \( G' \) is at least two. If the degree of \( v \) in \( G' \) is two we can consider the other neighbor \( x \) of \( v \) in \( G' \). We get that \( V_1 \setminus \{x, w\} \) is a nonempty component of \( G \setminus \{x, w\} \). It is nonempty since otherwise \( x \) would have only the neighbors \( v \) and \( w \) in \( G \), which contradicts the minimum degree of at least 3.

Therefore, we can choose w.l.o.g. the vertices \( v \) and \( w \) in such a way that the vertex set \( V_1 \) is minimal and therefore \( v \) and \( w \) have degree 3 or higher in \( G' \).

Now, \( C \) together with the edge \( vw \) induce a cycle \( C' \) in \( G' \). The stability of the FE-cycle \((C, e)\) implies the stability of the FE-cycle \((C', vw)\) in \( G' \). But this is a contradiction to \( G \) being a minimum counterexample. □

Proposition 4.3. Every neighbor of a large vertex is in \( V(C) \).

Proof. Assume a neighbor \( w \) of a large vertex \( v \) is not in \( V(C) \). Then we can remove the edge \( vw \) and still have the same SFE-cycle. If \( w \) has now degree 2 we remove it and replace it with an edge. The resulting graph satisfies the conditions of Lemma 2.4 which gives us a smaller graph \( G' \) that leads to a contradiction of \( G \) being a minimum counterexample. □

Proposition 4.4. Every edge between large vertices is in \( E(C) \).
Proof. Let $e' = vw$ be an edge between two large vertices and assume $e' \notin E(C)$. The graph after removing $e'$ satisfies the conditions of Lemma 2.4 which gives us a smaller graph $G'$ that contradicts the assumption that $G$ is a minimum counterexample. □

Corollary 4.5. There is no large vertex with at least three large vertex neighbors in $G$ and there is no cycle consisting only of large vertices in $G$.

Proof. If there would be a large vertex with at least three large vertex neighbors, then there is at least one large neighbor whose connecting edge is not part of the cycle $C$, which is a contradiction to Proposition 4.4.

Furthermore, if there would be a cycle only of large vertices in $G$, then by Proposition 4.4 all its edges must be part of $C$, which means that it equals $C$. Let $v \in V(C)$ be a large vertex in this case. Then there exists one edge $e = vw$ incident to $v$ that is not in $E(C)$. Since $v$ is large we know by Proposition 4.3 that $w \in V(C)$ and therefore by our assumption that $w$ is a large vertex. But this is a contradiction to Proposition 4.4. □

Corollary 4.6. The graph $G$ has minimum degree $\delta(G) = 3$.

Proof. By Corollary 4.5 at least one vertex in $C$ must be small and therefore has degree three. Since we know $\delta(G) \geq 3$ we get $\delta(G) = 3$. □

Lemma 4.7. The number of small vertices $|V^s(G)|$ is equal to

$$\sum_{v \in V^s(G)} (d(v) - 2) + \sum_{v \in V^{sc}(G)} d(v) + 2|\{vw \in E(G) \setminus E(C) : v, w \in V^{sc}(G)\}| + 4|V^so(G)|.$$ 

Proof. Each small cycle vertex $w$ has exactly one incident edge $vw$ that is in $E(G) \setminus E(C)$. This means that counting the small cycle vertices is the same as counting the half edges that are in $E(G) \setminus E(C)$ and are connected to a small cycle vertex. There are now three possibilities for $v$. Either it is in $V^o(G)$, in $V^{sc}(G)$, or in $V^{so}(G)$.

A vertex $v$ in $V^{sc}(G)$ has $d(v) - 2$ incident edges that are not part of the cycle. By Proposition 4.3 and Proposition 4.4 those edges must be incident to a small cycle vertex. Therefore, each large cycle vertex $v$ is connected to $d(v) - 2$ small cycle vertices via edges in $E(G) \setminus E(C)$.

Moreover, an outer vertex $v$ must be connected to $d(v)$ small cycle vertices, clearly via edges in $E(G) \setminus E(C)$, by Proposition 4.3 and Corollary 4.1.

Adding this up over all outer vertices and large cycle vertices gives us the number of small cycle vertices that are either connected to a large cycle vertex or to an outer vertex via an edge in $E(G) \setminus E(C)$. The remaining small cycle vertices must now all be connected to exactly one other small cycle vertex via an edge in $E(G) \setminus E(C)$. Therefore, the number of such remaining cycle vertices equals

$$2|\{vw \in E(G) \setminus E(C) : v, w \in V^{sc}(G)\}|.$$ 

What remains is now to add $|V^so|$ to the sum to get the number of all small vertices, which results in the theorem’s statement. □

For the next section we introduce the notion of very small vertices and pseudo-matchings.

Definition 4.8. A small vertex is called very small if all its neighbors are small.

Definition 4.9. A pseudo-matching in a graph $G$ is a subgraph where each connected component is either a $K_2$ or a $K_{1,1}$. A maximum pseudo-matching in a graph $G$ is a pseudo-matching $M$ in $G$ that maximizes the number of vertices $|V(M)|$.

Lemma 4.10. Let $G^s$ be the graph induced by all very small vertices in $G$ and $M^s$ a maximum pseudo-matching in $G^s$. Then it holds that

$$2|\{vw \in E(G) \setminus E(C) : v, w \in V^{sc}(G)\}| + 4|V^so(G)| \geq 2|V(G^s)| - |V(M^s)|.$$ 

Proof. We begin by defining a pseudo-matching $M$ in $G^s$. For each very small outer vertex $v$ for which all three neighbors are also very small we add the claw with center $v$ to the pseudo-matching $M$. Furthermore, for each very small outer vertex $v$ that has at least one very small neighbor and at least one not very small neighbor we add an edge between $v$ and one of its very small neighbors to $M$. Last but not least, we add for all very small cycle vertices that are connected to other very small cycle vertices via an edge $e$ in $E(G) \setminus E(C)$ this edge $e$ to $M$.

Note that

$$X := 2|\{vw \in E(G) \setminus E(C) : v, w \in V^{sc}(G)\}| + 4|V^so(G)|$$

is equal to the number of small vertices that are not connected to a large vertex by any edge in $E(G) \setminus E(C)$. By the construction of our pseudo-matching $M$ there are three different types of very small vertices in $V(G^s) \setminus V(M) = V_1 \cup V_2 \cup V_3$. Let $V_1$ be all very small cycle vertices that are connected to another small but not very small cycle vertex via an edge in $E(G) \setminus E(C)$. Furthermore, let $V_2$ be all very small outer vertices that are connected to three small but not very small cycle vertices. Finally, let $V_3$ be all very small cycle vertices that are connected to a very small outer vertex that has exactly two very small neighbors and the edge connecting the other very small neighbor is part of $M$. 
We define now for each vertex in \( v \in V(G^{os}) \setminus V(M) \) an additional small cycle vertex \( w_v \) that is not very small but also not connected to a large vertex by any edge in \( E(G) \setminus E(C) \). Furthermore, those vertices \( w_v \) are all different from different vertices \( v \in V(G^{os}) \setminus V(M) \).

For \( v \in V_1 \) we define \( w_v \) to be the small neighbor of \( v \) via an edge in \( E(G) \setminus E(C) \). For \( v \in V_2 \) we define \( w_v \) to be any neighbor of \( v \) and for \( v \in V_3 \) we define \( w_v \) to be the third neighbor of the outer vertex that is not a very small vertex.

With that we get that
\[
X \geq |V(G^{os}) \cup \{w_v : v \in V(G^{os}) \setminus V(M)\}|
= |V(G^{os})| + |V(G^{os} \setminus V(M))| = 2|V(G^{os})| - |V(M)|.
\]

The Lemma follows now from the fact that \( M^{os} \) is a maximum pseudo-matching and therefore by definition \( |V(M)| \leq |V(M^{os})| \). \( \square \)

**Theorem 4.11.** Let \( G^{os} \) be defined as in Lemma 4.10 and \( C_{odd}^{os} \) be the number of connected components in \( G^{os} \) with an odd number of vertices. Then
\[
|V^o(G)| \geq \sum_{v \in V(G)} (d(v) - 2) + |V(G^{os})| + C_{odd}^{os},
\]
holds, which is equivalent to
\[
|E(G)| \leq |V^o(G)| + |V(G)| - \frac{1}{2}(|V(G^{os})| + C_{odd}^{os}).
\]

**Proof.** The first statement follows from Lemma 4.7, Lemma 4.10, and the fact that the connected components of a pseudo-matching always have an even number of vertices and therefore
\[
|V(M^{os})| \leq |V(G^{os})| - C_{odd}^{os}.
\]
To see the equivalence with the second statement we do the following equivalence transformations.
\[
|V^o(G)| \geq \sum_{v \in V(G)} (d(v) - 2) + |V(G^{os})| + C_{odd}^{os}
\]
\[
\Leftrightarrow |V^o(G)| \geq \sum_{v \in V(G)} (d(v) - 2) - |V^o(G)| + |V(G^{os})| + C_{odd}^{os}
\]
\[
\Leftrightarrow 2|V^o(G)| \geq 2|E(G)| - 2|V(G)| + |V(G^{os})| + C_{odd}^{os}
\]
\[
\Leftrightarrow |E(G)| \leq |V^o(G)| + |V(G)| - \frac{1}{2}(|V(G^{os})| + C_{odd}^{os}). \quad \square
\]

An important property of a minimum counterexample, which helps much in searching for counterexamples, is the following.

**Theorem 4.12.** \( G \) is triangle-free.

**Proof.** Assume \( G \) contains a triangle \( T \). We distinguish whether \( G \) can get embedded into the plane such that \( T \) is a 3-face in this embedding or not. If there is no such embedding, we know that the removal of \( T \) would split \( G \) into two components. Since \( G \) is 3-connected, there must be an edge from every vertex of \( T \) to each component. This implies that all vertices of \( T \) are large, which is a contradiction to Corollary 4.5.

In the other case we know that there is an embedding of \( G \) such that \( T \) is a 3-face. Let \( v, w, x \) be the three vertices of the 3-face \( T \). We distinguish now two cases.

1. \( T \) does not contain the fixed edge \( e \). We distinguish again three cases.
   a. If all three vertices are small, we can contract them all into one vertex of degree three. Note that after contraction no parallel edges exist since the graph \( G \) is 3-connected. Every maximal FE-cycle in the original graph corresponds now to a maximal FE-cycle in the new graph and vice versa. This implies that the corresponding cycle \(( \tilde{C}, e) \) in the new graph is again an SFE-cycle with the same fixed edge \( e \) as in the original graph. This is a contradiction to \( G \) being a minimum counterexample.
   b. If one vertex is large and the other two are small, we say W.l.o.g. the large vertex is \( v \) and we can shrink the two small vertices \( w \) and \( x \) together. We remove one parallel edge between the new vertex and \( v \). No other parallel edges may remain since \( G \) was 3-connected. There are now again two cases. If the cycle \( C \) in the original graph contains the path \( w, v, x \) \( x, w \), then the new graph has an SFE-cycle that visits all vertices of \( C \) (including the new merged vertex instead of \( w \) and \( x \)) except \( v \). If the cycle \( C \) contains the path \( w, x \), then \(( C, e) \) transforms into an SFE-cycle containing the same vertices as \( C \) (except the new merged vertex instead of \( w \), \( x \)). In both situations we get a graph with a SFE-cycle that satisfies the conditions of Lemma 2.4, which gives us a smaller graph \( G' \) that contradicts the minimality of \( G \).
   c. If two vertices are large and one is small, W.l.o.g. let \( v \) and \( w \) be the large vertices. We get by Proposition 4.4 that the edge \( f = vw \) is used by the cycle \( C \). Because \( f \) is not the fixed edge we also get that \( x \) must be part of \( C \) since otherwise we could replace \( f \) by \( vxw \) in \( C \). W.l.o.g. let the path \( vwx \) be part of the cycle \( C \).
If we remove \( f \) there is clearly no cycle containing all vertices of \( C \) anymore. We can replace the path \( vw \) in \( C \) by the edge \( vx \) such that the resulting cycle contains all vertices of \( V(C) \) except \( w \). This cycle must be stable since every cycle that contains all vertices of \( C \) except \( w \) must contain the edge \( vx \) and therefore can be transformed into a cycle containing all vertices in the original graph.

(d) If all vertices of the triangle are large, we get by Corollary 4.5 a direct contradiction.

2. If \( T \) contains the fixed edge, w.l.o.g. let \( vw \) be the fixed edge. In this case \( v \) and \( w \) are large vertices by definition and therefore by Corollary 4.5 we get that \( x \) is a small vertex and by Proposition 4.3 that \( x \) is in \( C \). Let \( u \) be the third neighbor of \( x \), then the edge \( xu \) must be part of \( C \). We merge now the triangle to one new vertex \( z \) and remove parallel edges. Note that w.l.o.g. the removed parallel edges are not in \( E(C) \). The vertex \( z \) and the vertex \( u \) might now have degree two in the new graph. Furthermore, there might be other neighbors of \( v \) or \( w \) that have degree less than three in the new graph.

Such neighbors can either be replaced by an edge if they have degree two or get removed completely if they have degree one and are only connected to the new vertex \( z \). Assume there would exist a neighbor \( y \neq x \) of \( v \) or \( w \) that is in \( V(C) \) and has degree two in the new graph, i.e. it was a degree three vertex in the original graph that was connected to \( v \) and \( w \). In this case either the path \( p_1 = yvwx \) or the path \( p_2 = yvxw \) is part of \( C \). But this is a contradiction to the stability of \( (C, e) \) since we can replace \( p_1 \) by \( p_2 \) or \( p_2 \) by \( p_1 \). Therefore, the only vertices that might have degree less than three in the new graph \( G' \) are the vertices \( z \) and \( u \).

Now we consider the cycle \( \tilde{C} \) in \( G' \) corresponding to \( C \) together with the fixed edge \( \tilde{e} = zu \). Every cycle containing the edge \( zu \) corresponds to a cycle in the original graph containing all three vertices of \( T \) and the edge \( vw \). This implies that \( (\tilde{C}, \tilde{e}) \) is an SFE-cycle in the new graph. All in all we can apply Lemma 2.4 to the new graph and get a smaller graph \( G' \) that leads to a contradiction to \( G \) being a minimum counterexample. \( \Box \)

The next theorem shows an even stronger connectedness of a minimum counterexample.

**Theorem 4.13.** \( G \) is essentially 4-edge connected.

**Proof.** Assume \( G \) contains three edges \( e_1, e_2, e_3 \) whose removal disconnect \( G \) into two non-trivial components \( G_1, G_2 \). Assume w.l.o.g. that the fixed edge \( e \) is not in \( G_1 \) and denote \( e_i = v_iw_i \) with \( v_i \in G_1 \) and \( w_i \in G_2 \). The vertices \( v_i \) have degree at least two in \( G_1 \).

Since \( C \) is dominating and since \( G_1 \) and \( G_2 \) are both non-trivial we know that \( C \) must use two of the three cut edges. W.l.o.g. let \( C \) use the edges \( e_1 \) and \( e_2 \). The cycle \( C \) corresponds to a path \( P \) in \( G_1 \) going from \( v_1 \) to \( v_2 \). If we consider the graph \( G' \) consisting of \( G_1 \) together with an edge connecting \( v_1 \) with \( v_2 \) (if they are not already connected) we can extend \( P \) with this new edge to an FE-cycle \( C' \) in \( G' \) by fixing the edge between \( v_1 \) and \( v_2 \). We distinguish now two cases, if \( v_3 \) is in \( V(C') \) or not.

If \( v_3 \) is not in \( V(C') \) we know that \( C' \) is stable since, if there would exist another FE-cycle with the same fixed edge that contains the same or more vertices we could remove the fixed edge from it and get a different path \( P' \) in \( G_1 \). We could then replace the path \( P \) in \( C \) with \( P' \) and get a contradiction to the stability of \( C \). The graph \( G' \) may contain vertices of degree two. If \( v_3 \) has degree two we can simply replace it with an edge since \( v_3 \) is not used in the cycle \( C' \). The resulting graph satisfies the conditions of Lemma 2.4 which gives us a smaller graph \( G' \) that contradicts the minimality of \( G \).

The remaining case is that \( v_3 \) is in \( V(C') \). Here \( G_1 \) must contain a path \( P_1 \) from \( v_2 \) to \( v_3 \) containing at least all the vertices of \( P \). If there would not exist such a path we could contract \( G_2 \) in \( G \) to a vertex \( x \) and fix the edge from \( x \) to \( v_2 \). Then the cycle consisting of \( P \) and the edges \( v_1x \) and \( v_2x \) is again stable. This can be seen since the only other possibility would be to use the edges \( v_2x \) and \( v_1x \) but then the remaining path after removing those two edges would have the properties of \( P_1 \), which we assumed does not exist.

With the same argumentation we can prove the existence of a path \( P_2 \) from \( v_1 \) to \( v_3 \) in \( G_1 \) that contains at least all the vertices of \( P \). We contract now the component \( G_1 \) in \( G \) to a vertex \( x \) and get a new graph \( G' \). Clearly, the cycle \( C' \) corresponds to a new cycle \( C' \) using the edges \( w_1x \) and \( w_2x \). The fixed edge of \( C' \) is still the same fixed edge as the one of \( C \) (which was not in the contracted \( G_1 \)). If there would exist now a second cycle containing at least the same vertices as \( C' \) in \( G' \) this second cycle must use either \( w_1x \) and \( w_3x \) or it uses \( w_2x \) and \( w_3x \), since otherwise it would contradict the stability of \( C \). But if such a cycle exists we could replace the two edges with either \( P_1 \) or \( P_2 \) and would get a cycle in the original graph \( G \), which would again contradict the stability of \( C \). \( \Box \)

The following corollary summarizes now all properties for a minimum counterexample \( G \) if we do not know the FE-cycle \((C, e)\). Since we do not know the fixed edge we define for the corollary that the small vertices are exactly the vertices of degree 3 and the large vertices are the degree larger than 3.

**Corollary 4.14.** Let \( G = (V, E) \) be a minimum planar, 2-connected SFE-graph with minimum degree at least 3. Furthermore, let \( G^o \) be the graph induced by all very small vertices in \( G \). Then the following properties hold.

- \( \delta(G) = 3 \)
- \( G \) is 3-connected.
- \( G \) is essentially 4-edge connected.
- \( G \) contains no triangles.
• There is no large vertex in $G$ with at least three large vertex neighbors.
• There is no cycle of large vertices in $G$.
• Let $C_{\text{odd}}^\text{vs}$ be the number of connected components in $G^\text{vs}$ with an odd number of vertices, then it holds that
  \[ |E(G)| \leq |V^\text{vs}(G)| + |V(G)| - \frac{1}{2}(|V(G)^\text{vs}| + C_{\text{odd}}^\text{vs}). \]

Corollary 4.14 summarizes all the properties a graph must satisfy, but we can also consider the properties a potential SFE-cycle must satisfy such as Corollary 4.1 and Proposition 4.3. To search for a minimum SFE-graph it is enough to solve for each graph satisfying the properties from Corollary 4.14 the following problem.

**Problem 3.** Given a graph $G$, does $G$ contain a dominating SFE-cycle $(C, e)$ containing all neighbors of large vertices of $G$?

Note, that the algorithms presented in Section 3 can also solve Problem 3. For the ILP based approaches we can fix neighbors of large vertices by forcing the corresponding $x$-variables to one and for the enumeration approach we can set the status of neighbors of large vertices to fixed at the beginning of the algorithm.

5. Systematic search for a minimum counter example

In this section we describe how we use the results from Corollary 4.14 to do a computationally effective search for a minimum counterexample. We use plantri [11], a tool for generating exactly one representant for each isomorphism classes of all planar graphs of a given order. It furthermore can efficiently create only 3-connected graphs with a given minimum degree.

Our first approach was to directly generate representants of 3-connected planar graphs and then filter them by the properties from Corollary 4.14. This results in a bad performance since the filtering will be the bottleneck due to the restrictive condition of triangle freeness. To be able to incorporate triangle freeness into the generation process we generate representants of the dual graphs instead of the original graphs.

Note, that for 3-connected planar graphs the dual is unique and again 3-connected. We can then translate the triangle freeness of the original graphs to minimum degree four in the dual graph, which can be handled by plantri in a performant way. Note that there might still be triangles in the resulting graph that are not faces, but those would lead to a triangle of large vertices, which is also forbidden by the conditions in Corollary 4.14 and therefore get filtered out afterwards.

In order to generate all candidate graphs with up to $n$ vertices we need to generate all dual graphs with up to $n - 2$ vertices. This can be seen by the fact that $|E(G)| \geq |F(G)|$ in triangle free planar graphs and therefore
  \[ |F(G)| = |E(G)| - |V(G)| + 2 \geq 2|F(G)| - |V(G)| + 2 \Rightarrow |F(G)| \leq |V(G)| - 2. \]

Furthermore, we get an upper bound for the number of edges by
  \[ |E(G)| = |F(G)| + |V(G)| - 2 \leq |F(G)| + n - 2. \]

To summarize the total process given a maximum target graph size $n$, we let $n^*$ iterate from $8$ to $n - 2$ and use plantri to generate all 3-connected planar graphs with minimum degree 4, $n^*$ vertices, and at most $n^* + n - 2$ edges. Then we build the duals of all generated representants and filter them by the conditions in Corollary 4.14. The resulting graphs are all possible candidate graphs with size up to $n$. Then we can use any of our three approaches to check if one of them contains a candidate SFE-cycle by solving Problem 3.

Note the step of building the duals can be parallelized in plantri by splitting the search space into junks, which are of reasonable similar sizes. Therefore, we can parallelize the whole process, which we will heavily use to get our computational results.

6. Computational results

In this section we present computational tests and results of our algorithms in a two-folded manner. On the one hand we will use three structurally different classes of graphs and test and compare our approaches on them. On the other hand, we will use the best performing approach to systematically search for a minimum counterexample, which will computationally prove the main result of this work, Theorem 6.2.

All tests and computations are performed on machines with Intel Xeon E5-2640 v4 processors with 2.4GHz using at most 8GB RAM per thread. The tests in Section 6.2 are each done on a single core and for the results in Section 6.3 we made use of up to 320 cores splitting over 16 machines in a parallelized fashion. Furthermore, the implementations are done in C++ and for the ILP approaches we use Gurobi 8.1 to solve.

6.1. Instance sets

We describe here three different instance sets $I_1$, $I_2$, and $I_3$ which we will use for testing our algorithms. The instance sets $I_1$ and $I_2$ are for the Problems 1 and 2. The third instance set is for Problem 3.
The first set $I_1$ consists of up to 5000 random 3-connected planar graphs for each graph order from 6 to 59. Note, that for order 6 to 9 there are fewer than 5000 isomorphism classes and therefore we simply use a representant of each of them. For all other orders we sample 5000 different representants.

The second set $I_2$ gets constructed in the following way. For each order from 6 to 59 take up to 5000 different representants of random 3-connected planar graphs as before, then randomly insert into every edge of the graph a vertex of degree 2 with 2\% probability. The probability was chosen in such a way that the resulting graphs with around 20 vertices contain SFE-cycles with a probability of around 50\% which was evaluated experimentally. For larger graphs up to 59 vertices the probability of containing an SFE-cycle increases but the probability of containing a dominating SFE-cycle decreases, see also Fig. 3.

The third set $I_3$ consists for each $n^*$ from 8 to 59 of up to 5000 random graphs that satisfy all properties of Corollary 4.14, i.e. are possible candidates for a minimum counterexample, and have $n^*$ faces.

To generate the instance sets we used plantri for creating graphs with the desired properties and selected with a given probability the graphs. For the sets of $I_3$ we used plantri on the dual graphs with minimum degree four. For the orders 6–14 in the case of $I_1$ and $I_2$ and for the orders 8–17 in the case of $I_3$ we enumerated all representants and randomly chose 5000 of them. For all other orders we used a feature from plantri that can partition the search space into sets of similar size and enumerate through one of those sets efficiently. Then we randomly select a set, generate graphs from this set and keep a graph with a small probability of $1/200000$ in the case of $I_1$ and $I_2$ and $1/1000000$ in the case of $I_3$ until we have two graphs, or we enumerate the whole set. Then we start with another randomly selected set (same sets can get selected multiple times) until we have 5000 graphs not allowing duplicates.

Note that this procedure selects not uniform from the whole search space since the splitting of the search space by plantri is limited and there might be large sets in this partition. The probability of a graph depends on the order of enumeration of those sets, the graphs enumerated first have the highest selection probabilities and the graphs at the end the lowest. But for our purposes this biased selection is sufficient. To select truly uniformly for the three different search spaces would be non-trivial and presumably computationally far too expensive.

The instance sets and the source code of the implementations of our algorithms can be downloaded from https://www.ac.tuwien.ac.at/research/problem-instances.

6.2 Testing the three approaches on the three instance sets

To verify the correctness of our approaches and to compare their performance we applied all three approaches on our instance sets. For instance sets $I_1$ and $I_2$ we test two problem variants, Problem 1, which searches for dominating SFE-cycles and Problem 2, which searches for any SFE-cycle. For graphs of the instance set $I_3$ we only consider the variant of Problem 3, which searches for potential SFE-cycles in a minimum counterexample. For each instance set, problem variant, and order $n$ we use a running time limit of one hour to solve all the up to 5000 graphs of order $n$.

Fig. 2 compares the average running times per graph of the three algorithms for the different graph orders and problem variants in seconds. Note that the graph orders in instance set $I_3$ denote the order of the dual graph and therefore the number of faces of the original graph. We only display data points for orders for which at least 30 graphs could get solved within the one hour time limit.

As we can see, our enumeration algorithm performs best on small graphs and does not scale well for larger graphs. Furthermore, for small graphs the advanced ILP approach performs better than the basic ILP approach. For larger graphs of the instance set $I_1$ and $I_2$ the basic ILP approach performs better than the advanced ILP approach. This can be explained by the fact that the basic ILP approach has to solve many more ILPs than the advanced ILP approach. For small graphs those ILP models are so easy to solve that the overhead of starting the solver outweighs the actual solving time. On the other hand, for larger graphs the models get harder to solve and the simplicity of the models in the basic ILP approach compared to the advanced ILP approach compensates the overhead of solving more models.

For the instance set $I_3$ the models stay easy to solve also for larger graphs since a lot of vertices can be fixed in the cycle due to the definition of Problem 3 and therefore the advanced ILP approach performs better than the simple ILP approach over all orders. Our enumeration performs better than the ILP approaches for searching for a minimum counterexample up to a dual graph order of 19. This will be important, when we want to search for a smallest counterexample.

Instance set $I_2$ is important to also test positive instances, i.e. graphs that contain SFE-cycles. Although the three algorithms could not solve all graphs in the given time limit, we compared the results of the solved graphs between the three approaches and can conclude that for each of the tested graphs the approaches coincide in their decision between containing an SFE-cycle or not. It may be that the approaches find different SFE-cycles if they exist. In Fig. 3 we see for the two different variants for instance set $I_2$ for each graph order how many graphs could get checked within the time limit and how many SFE-graphs were found by the basic ILP approach. The other two approaches were able to check only the same amount of graphs or less for each graph order.

To better understand the difference between the basic ILP approach and the advanced ILP approach we analyze the number of ILP solved for each single graph. Fig. 4 shows the number of ILP solved per graph for each graph order and problem variant for the two different ILP approaches.
Fig. 2. Average running time comparison of the three different algorithms on the three instance sets.

As we can see the basic ILP approach needs to solve many more models than the advanced approach. The difference is especially big for the instance set $I_3$ where the advanced approach needs to solve only up to 5 models per graph on average. The basic model needs to solve on average multiple hundred models per graph for the larger $I_3$ instances.

6.3. Searching for minimum counter examples with up to 24 vertices

In this subsection we describe the results of applying the approach described in Section 5 to search for a minimum counterexample. As we saw in Subsection 6.2.1 the enumeration approach performs best for Problem 3 on graphs with up to 19 faces. We will see that the vast majority of candidate graphs with up to 24 vertices have 19 or fewer vertices and therefore we will use the enumeration approach for checking if any of the candidate graphs contain an SFE-cycle. Note that we also use the enumeration approach for graphs with more than 19 faces for simplicity. One could instead use the advanced ILP-approach for all graphs with 20 or more faces, which may be important if we want to go further and check graphs with more than 24 vertices.

Table 1 shows the results of our search. Each row lists the results for the generated graphs with a given number of vertices, which is displayed in the first column. Furthermore, the column part. gives the number of parallel threads used to generate the graphs, filter them and check them for SFE-cycles. The third and fourth column show the number of graphs that got checked for SFE-cycles by solving Problem 3 and the number of graphs that were filtered out by the properties of Corollary 4.14.
Assume Proof.

that contains Lemma Finally, be checking together, next columns summed running times of all threads in hours. Column total gives the total CPU time of everything together, generation, filtering, and checking. Moreover, columns gen. and check give the total CPU times for generation and checking respectively. As we can see the highest running time is used to generate graphs with 22 faces although only 600000 such graphs get generated in the end and only 5 of them get really checked. This shows that the bottleneck of the current approach is not solving Problem 3 but to efficiently generate graphs satisfying the properties of Corollary 4.14.

The column C/G lists the average number of cycles the algorithm found per graph. Note that those cycles may not even be maximal and are simply added to the data structure for storing cycles to check at the end if some of them are SFE-cycles. Finally, the column SFE shows that none of the generated graphs contain any SFE-cycles.

Those computational results prove the following lemma.

Lemma 6.1. There does not exist any planar 2-connected graph with minimum degree at least three and at most 24 vertices that contains an SFE-cycle.

With that we can finally prove our main theorem.

Theorem 6.2. There does not exist any planar 2-connected graph with minimum degree at least three having at most 25 vertices that contains a stable cycle. This implies that Bondy and Jackson’s conjecture holds for graphs with up to 25 vertices.

Proof. Clearly, every uniquely hamiltonian cycle is a stable cycle and therefore we only need to prove the first statement. Assume that there exists a planar 2-connected graph G with minimum degree at least three having at most 25 vertices that
contains a stable cycle $C$. W.l.o.g., let $G$ be a minimum by the relation defined at the beginning of Section 4. There are now two cases, either $G$ is 3-regular or it contains a vertex $v$ with degree at least four.

In the first case we know that $C$ cannot be uniquely hamiltonian and therefore there must exist a vertex $u$ which is not part of $C$. All neighbors of $u$ must be part of $C$ since otherwise we can contract the whole component of vertices which are not part of $C$ and remove the parallel edges. The contracted vertex has degree at least two since $G$ is 2-connected and if it has degree two we can replace it with an edge and therefore we get a contradiction to the minimality of $G$.

Note that the fact that all neighbors of $u$ are part of $C$ implies that the neighbors of $u$ are not connected by an edge since this would imply that $C$ is not maximal. What we do now is remove the vertex $u$ and connect two of its neighbors with a new edge. What remains is a planar graph containing a stable cycle with up to 24 vertices and one vertex $w$ of degree two.

If, on the other hand $G$ contains a vertex $v$ with degree at least four we know that at least two of the incident edges to $v$ are not part of the cycle $C$, let $e = vw$ be one of them. Because $G$ is a minimum we know that $w$ must have degree three since otherwise we could remove $e$ and get a smaller graph with the same properties. We remove now the edge $e$ from $G$ and get a graph with up to 25 vertices and one vertex $w$ of degree two containing a stable cycle.

We got in both cases a planar graph containing a stable cycle with exactly one vertex $w$ of degree two having at most 25 vertices. In both cases we replace $w$ and its two remaining incident edges by one new edge $e'$ and get a new graph $G'$, which has at most 24 vertices and minimum degree at least three. If $w$ is not in $V(C)$ then $C$ is also a stable cycle in $G'$ and therefore also a SFE-cycle in $G'$. Otherwise, we can replace the edges $e_1$ and $e_2$ in $C$ by the new edge $e'$ and get a new cycle.
C' in G'. The stability of C in G implies now that (C', e') is an SFE-cycle in G'. Therefore, we get in both cases a contradiction to Lemma 6.1.

Another interesting implication of Lemma 6.1 concerns uniquely hamiltonian planar graphs with vertex connectivity two.

**Theorem 6.3.** There does not exist any planar graph with minimum degree at least three and vertex connectivity two having at most 46 vertices that contains a stable dominating cycle.

**Proof.** We assume there exists such a graph G with a stable dominating cycle C. Let v, w be a 2-vertex cut of G and C be the smallest component of G\{v, w}. Furthermore, let v, w be in such a way that |V(C)| is as small as possible. Clearly, |V(C)| \leq 22. We define now G' as the graph induced by the vertex set V(C) \cup \{v, w\} and add the edge e' = vw if it is not already part of G'.

Since C is dominating we know that C traverses v and w. We define C' by restricting C to G' and adding the edge vw to C', which gives us a dominating cycle in G'. The stability of C in G implies now the stability of the fixed-edge cycle (C', e') in G'. Furthermore, since we chose v, w in such a way that |V(C)| is as small as possible we know that the degree of v and w in G' is at least three. Therefore, G' has minimum degree at least three, which is a contradiction to Lemma 6.1.

7. Conclusion

In this work we focused on systematically searching for uniquely hamiltonian planar graphs with minimum degree three. To this end we reduced the search to looking for planar graphs with minimum degree at least three that contain a stable fixed-edge cycle. The fundamental approach was to generate candidate graphs using the external tool plantri and then check for each of the generated graphs if they contain a stable fixed-edge cycle (SFE-cycle).

We formulated three different problem variants. They ask if a given graph contains an SFE-cycle, a dominating SFE-cycle, or a dominating SFE-cycle with some additional properties, respectively. We proved additional properties an SFE-cycle of a minimum counterexample must satisfy and use them in the problem variant three. To solve the problem variants we proposed three different approaches, two based on integer linear programming and one based on cycle enumeration.

To efficiently search for a minimum planar SFE-graph with minimum degree three we proved several properties which a minimum counterexample must satisfy, see Corollary 4.14 for a summary. The property which helps the most in reducing the search space is triangle freeness.

We tested our three algorithms on a selection of random instances for the three different problem variants. Most of the time the enumeration approach performs better for small graphs and the ILP based approaches for larger graphs. Finally, we generated all planar 3-connected triangle-free graphs with minimum degree three and up to 24 vertices using plantri to create the dual graphs. Then, we filtered the graphs using the properties of Corollary 4.14 and applied to the enumeration approach to the remaining graphs to check if they contain an SFE-graph. The computations for searching for a minimum counterexample were heavily parallelized and used a total of 1.59 CPU years with a bottleneck in generating all planar 3-connected triangle-free graphs with minimum degree three and up to 24 vertices.

The computational results show that no planar SFE-graph with minimum degree at least three with up to 24 vertices exist. This implies the main result of this work that no uniquely hamiltonian planar graph with minimum degree three with up to 25 vertices exist and no uniquely hamiltonian planar graph with minimum degree three with connectivity two with up to 46 vertices exist.

To be able to further increase the lower bound of 25 vertices in the future we have to focus on the fast generation of planar 3-connected triangle-free graphs with minimum degree three as this was the bottleneck in our search for a minimum counterexample. Furthermore, if we can solve this bottleneck, the usage of the presented ILP based approaches instead of the enumeration approach for the larger graphs will be crucial. If also those approaches are too slow, one could try to use constraint programming or SAT-based approaches and compare them to the ILP based approaches. Last but not least, there might be additional properties that we can prove for a minimum counterexample leading to a more effective search. This might also help to solve the bottleneck of generating candidate graphs.
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