Investigation on Stability Properties of Hierarchical Co-Simulation
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Abstract. This paper introduces the concept of hierarchical co-simulation and presents an investigation on stability properties of this method. In conventional co-simulation methods, all participating simulations are executed on the same level via one co-simulation. Hierarchical co-simulation, on the other hand, enables the introduction of several levels of co-simulation by allowing participating subsystems to consist of co-simulated systems themselves, thus nesting co-simulations within co-simulations. While on the one hand, certain stability issues can arise by the introduction of more co-simulation layers, this method enables the usage of diﬀerent synchronization references for parts of the overall system according to varying dependencies between the subsystems, which can increase accuracy and numerical stability.

Introduction

Co-simulation has become an important instrument to approach the simulation of large-scale heterogeneous systems in recent years. While definitions for the term co-simulation vary depending on the field of origin, in this paper we refer (in accordance with the terminology found in [1]) to co-simulation as the coupling of two or more simulations which diﬀer in at least one aspect out of simulation tool, solver algorithm or step size. Hierarchical approaches or multi-level descriptions have already been introduced in other ﬁelds within modeling and simulation (f.i. DEVS [2], multi-level agent-based modeling [3], MPC [4] or partitioned multi-rate approaches [5]). However, hierarchical co-simulation as explained in the following has to the authors’ knowledge not been investigated up to now, although several frameworks and standards do not prohibit the realization of further co-simulations within a co-simulation. The idea is illustrated in Figure 1.

In a traditional co-simulation approach all eight participating subsystems would have been co-simulated in one overall co-simulation, probably requiring all systems to synchronize at the same points in time. In the hierarchical approach, systems III, VI and VIII are coupled in another co-simulation (2b) as well as systems II and V, the coupled system of which (co-simulation 3) is again co-simulated with system VII, before the resulting co-simulation (2a) represents a system coupled in the top-level co-simulation 1.

A coupling structure like this could be motivated by the usage of diﬀerent synchronization intervals on every co-simulation level, thus enabling frequent exchanges between subsystems which are sensitive to changes in their respective exchanged values while allowing larger communication intervals with other, slower reacting system parts, which can speed up the overall execution. In the course of this paper, we will show that these ideas are valid and that a hierarchically structured co-

Figure 1: Schematic depiction of a hierarchical co-simulation approach.
simulation approach indeed allows to enhance stability at a low computational cost.

1 Consistency

A valid method to bound the global co-simulation error is local error control, which justifies to investigate the consistency error, i.e. the error of the method in one step. For traditional co-simulation, it has been shown that consistency can be maintained, but possibly reduced to the extrapolation order of values from other systems, see for example [6, 17]. Since consistency is defined locally (i.e. per step), and it is a property regarded for the limit of step size $h \to 0$, the value present at the most recent point in time where the method sets a step is considered to be the exact solution - a property that is not affected by the method used in the respective other subsystems or the time steps and further synchronizations happening there in-between. This means that consistency in hierarchical co-simulation is also maintained with its order depending on the applied extrapolation method.

2 Zero-stability

Zero-stability, i.e. convergence of a method for infinitesimal step sizes, has been analyzed for certain co-simulation approaches in [7], on which we base our investigation. The mathematical description of coupled DAEs is given in [7] as follows:

$$\begin{align*}
\dot{x}_i(t) &= f^i(x, u, t), \quad x_i(t_0) = x_i^0 \quad (1a) \\
\dot{y}_i(t) &= g^i(x, u, t) \quad (1b)
\end{align*}$$

with $i = 1, \ldots, N$, $x_i \in \mathbb{R}^{n_i}, u_i \in \mathbb{R}^{n_u}, y_i \in \mathbb{R}^{n_y}$ and

$$u_i = L_i^i y \quad (1c)$$

where

$$L_i^i = \begin{bmatrix} L_{1,i} & \cdots & L_{i,i-1} & 0 & L_{i,i+1} & \cdots & L_{i,N} \end{bmatrix},$$

$$y = \begin{bmatrix} y_1 \cdots y_{i-1} \ y_i \ y_{i+1} \cdots y_N \end{bmatrix}^T$$

with $L_{i,j} \in \mathbb{R}^{n_y \times n_y}$ for $i, j \in \{1, \ldots, N\}$ and the elements of $L_{i,j}^l$ being equal to zero or one.

Under certain assumptions (given in [7], p. 100), the outputs can be written as

$$y_i = \bar{g}^i(x^i) + D^i(x^i) u_i,$$

yielding the discretized output equations

$$y_{k+1} = \bar{g} + D y_k \quad (2)$$

with constant $\bar{g}, D$. Using this, it holds for the outputs of global system

$$y_{k+1} = \bar{g} + \begin{bmatrix} 0 & D_{1}^L L_{1}^H & \cdots & D_{1}^L L_{N}^H \\ \\
D_{2}^L L_{1}^H & 0 & \cdots & D_{2}^L L_{N}^H \\ \\
\vdots & \vdots & \ddots & \vdots \\ \\
D_{N}^L L_{1}^H & D_{N}^L L_{2}^H & \cdots & 0 \end{bmatrix} \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_N \end{bmatrix}$$

$$= D \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_N \end{bmatrix}$$

that stability is guaranteed if the spectral radius $\rho$ of $D$ is less than or equal to 1. This is fulfilled in particular if $\rho(D) = 0$ which for the case of two participating subsystems means that there is no algebraic loop.

To determine zero-stability properties of hierarchical co-simulation, a co-simulation of $N$ systems is considered, where w.l.o.g. systems $M$ to $N$ are combined in a second-level co-simulation as depicted in Figure 2.

![Figure 2: Hierarchical co-simulation of $N$ systems on two levels.](image)

System $\hat{M}$ replaces systems $M$ to $N$ of the original co-simulation on one level (coupled via $1c$ and called C$S_0$ henceforth). We obtain coupling equations (4) for the upper co-simulation level C$S_1$: 

$$42$$
\[
\begin{bmatrix}
\mathbf{u}'_1 \\
\mathbf{u}'_2 \\
\vdots \\
\mathbf{u}'_{M-1} \\
\mathbf{u}'_M
\end{bmatrix}
= \begin{bmatrix}
\mathbf{y}'_1 \\
\mathbf{y}'_2 \\
\vdots \\
\mathbf{y}'_{M-1} \\
\mathbf{y}'_M
\end{bmatrix} = \hat{\mathbf{L}}_1 \begin{bmatrix}
\mathbf{y}'_1 \\
\mathbf{y}'_2 \\
\vdots \\
\mathbf{y}'_{M-1} \\
\mathbf{y}'_M
\end{bmatrix}
\]

(4)

with

\[
\hat{\mathbf{L}}_1 =
\begin{bmatrix}
0 & \mathbf{L}^{I,I}_1 & \cdots & \mathbf{L}^{I,M-1}_1 & \mathbf{L}^{I}_1 \\
\mathbf{L}^{II,I}_1 & 0 & \cdots & \mathbf{L}^{II,M-1}_1 & \mathbf{L}^{II}_1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\mathbf{L}^{M-1,I}_1 & \mathbf{L}^{M-1,II}_1 & \cdots & 0 & \mathbf{L}^{M-1}_1 \\
\mathbf{L}^{M,I}_1 & \mathbf{L}^{M,II}_1 & \cdots & \mathbf{L}^{M,M-1}_1 & 0
\end{bmatrix}
\]

and \(\mathbf{u}'_M\) as input to the new subsystem \(\hat{\mathbf{M}}, \mathbf{y}'_M\) as its output and

\[
\hat{\mathbf{L}}^{\hat{\mathbf{M}}}_i = [\mathbf{L}^{I\hat{\mathbf{M}}}_i, \mathbf{L}^{II\hat{\mathbf{M}}}_i, \mathbf{L}^{III\hat{\mathbf{M}}}_i, \ldots, \mathbf{L}^{\hat{\mathbf{M}}\hat{\mathbf{M}}}_i], i = 1 \ldots M - 1
\]

\[
\hat{\mathbf{L}}^{\hat{\mathbf{M}}\hat{\mathbf{M}}}_i = \begin{bmatrix}
\mathbf{L}^{I\hat{\mathbf{M}}}_i \\
\mathbf{L}^{II\hat{\mathbf{M}}}_i \\
\vdots \\
\mathbf{L}^{\hat{\mathbf{M}}\hat{\mathbf{M}}}_i
\end{bmatrix}, i = 1 \ldots M - 1.
\]

Thus, the only difference between \(\mathbf{L}\) and \(\hat{\mathbf{L}}_1\) is the increased number of zeroes in the lower right corner.

The discretized output equations of \(\mathbf{CS}_2\) are (5):

\[
\begin{align*}
\mathbf{y}'_{k+1} & = \hat{\mathbf{g}}' + \mathbf{D}'\mathbf{u}'_k \\
\mathbf{y}'_{k+1} & = \hat{\mathbf{g}}' + \mathbf{L}'\mathbf{u}'_k \\
\vdots \\
\mathbf{y}'_{M+1} & = \hat{\mathbf{g}}' + \mathbf{D}'\mathbf{u}'_k
\end{align*}
\]

(5)

In analogy to the case of one co-simulation level, the co-simulation of the upper level is stable if \(\rho(\mathbf{D}_{\mathbf{CS}_1}) \leq 1\).

The only unknown in comparison to \(\mathbf{D}\) of \(\mathbf{CS}_0\) is \(\mathbf{D}'\), for which we have to take a look at the second-level co-simulation \(\mathbf{CS}_2\). The coupling equations within this system can be written (cf. Figure 2) as follows:

\[
\begin{bmatrix}
\mathbf{u}'_1 \\
\mathbf{u}'_2 \\
\vdots \\
\mathbf{u}'_{M-1} \\
\mathbf{u}'_M
\end{bmatrix}
= \hat{\mathbf{L}}_2 \begin{bmatrix}
\mathbf{y}'_1 \\
\mathbf{y}'_2 \\
\vdots \\
\mathbf{y}'_{M-1} \\
\mathbf{y}'_M
\end{bmatrix} + \mathbf{u}'_k
\]

(6)

where

\[
\hat{\mathbf{L}}_2 =
\begin{bmatrix}
0 & \mathbf{L}^{I\hat{\mathbf{M}},I}_1 & \cdots & \mathbf{L}^{I\hat{\mathbf{M}},M-1}_1 & \mathbf{L}^{I\hat{\mathbf{M}}}_1 \\
\mathbf{L}^{II\hat{\mathbf{M}},I}_1 & 0 & \cdots & \mathbf{L}^{II\hat{\mathbf{M}},M-1}_1 & \mathbf{L}^{II\hat{\mathbf{M}}}_1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\mathbf{L}^{M-1\hat{\mathbf{M}},I}_1 & \mathbf{L}^{M-1\hat{\mathbf{M}},II}_1 & \cdots & 0 & \mathbf{L}^{M-1\hat{\mathbf{M}}}_1 \\
\mathbf{L}^{M\hat{\mathbf{M}},I}_1 & \mathbf{L}^{M\hat{\mathbf{M}},II}_1 & \cdots & \mathbf{L}^{M\hat{\mathbf{M}},M-1}_1 & 0
\end{bmatrix}
\]

The discretized output equations are

\[
\mathbf{y}'_{k+1} = \hat{\mathbf{g}}' + \mathbf{D}'\mathbf{u}'_k, i = M \ldots N.
\]

(7)

Thus follows for the global output of \(\mathbf{CS}_2\)

\[
\mathbf{y}'_{k+1} = \begin{bmatrix}
\mathbf{y}'_{M+1} \\
\vdots \\
\mathbf{y}'_{N+1}
\end{bmatrix} = \hat{\mathbf{g}}' + \begin{bmatrix}
\mathbf{D}' & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \mathbf{D}'
\end{bmatrix} \hat{\mathbf{L}}_1 \begin{bmatrix}
\mathbf{y}'_{k+1} \\
\mathbf{y}'_{k+2} \\
\vdots \\
\mathbf{y}'_{M+1}
\end{bmatrix}
\]

(8)

with

\[
\hat{\mathbf{g}}' = \begin{bmatrix}
\hat{\mathbf{g}} \\
\vdots \\
\hat{\mathbf{g}}
\end{bmatrix} + \begin{bmatrix}
\mathbf{D}' & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \mathbf{D}'
\end{bmatrix} \hat{\mathbf{L}}_2 \begin{bmatrix}
\mathbf{y}'_{M+1} \\
\mathbf{y}'_{M+2} \\
\vdots \\
\mathbf{y}'_{N+1}
\end{bmatrix}
\]

The part containing \(\mathbf{y}'_{k}, i = M \ldots N\) can be included in \(\hat{\mathbf{g}}'\) as these are only internal states of \(\mathbf{CS}_2\) which are unknown in \(\mathbf{CS}_1\). Hence we obtain

\[
\hat{\mathbf{D}}' = \begin{bmatrix}
\mathbf{D}' & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \mathbf{D}'
\end{bmatrix}
\]

(9)
which yields

\[
D_{CS1} = \begin{bmatrix}
0 & D^L_{1,1} & \cdots & D^L_{1,M} \\
D^L_{2,1} & 0 & \cdots & D^L_{2,M} \\
\vdots & \vdots & \ddots & \vdots \\
D^{M-1}_{M-1,1} & \cdots & 0 & D^{M-1}_{M-1,M} \\
D^M_{M,1} & \cdots & \cdots & \cdots & 0
\end{bmatrix}.
\]

Due to

\[
D^{M}_{i,i} = \begin{bmatrix} D^N \quad 0 \\
L^M_{1,1} & L^M_{2,1} & \cdots & L^M_{N,1} \\
L^M_{1,2} & D^N & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \cdots & \cdots \\
L^M_{1,N} & \cdots & \cdots & D^N & \cdots \\
0 & \cdots & \cdots & \cdots & D^N
\end{bmatrix}
\]

and

\[
D^{L}_{i,i} = D^i \cdot \begin{bmatrix} L^M_{i,1} & L^M_{i,2} & \cdots & 0 \\
L^M_{i,2} & L^M_{i,3} & \cdots & \cdots \\
\vdots & \vdots & \ddots & \cdots \\
L^M_{i,i} & \cdots & \cdots & L^N_{i,i}
\end{bmatrix},
\]

the only difference compared to matrix \( D \) of system \( CS_0 \) is the increased number of zeroes in the lower right corner. In the following, we try to use this to gain information on the properties of the spectral radius of \( D_{CS1} \) using knowledge on \( \rho(D) \).

We know that for every matrix norm \( \| \cdot \| \) and arbitrary matrix \( A = (a_{ij}) ; i = 1, \ldots, m; j = 1, \ldots, n; m, n \in \mathbb{N} \)

\[
\rho(A) \leq \| A \| (10)
\]

holds ([8], Thm. 5.6.9). If we consider \( \| \cdot \|_\infty \) given as

\[
\| A \|_\infty = \max_{i=1, \ldots, m} \sum_{j=1}^{n} |a_{ij}|
\]

we see at once that \( \| D_{CS1} \|_\infty \leq \| D \|_\infty \). Unfortunately, this does not imply \( \rho(D_{CS1}) \leq \rho(D) \), see f.i. the following example: Let matrices \( A_1 \) and \( A_2 \) given as

\[
A_1 = \begin{bmatrix} 0 & 0.1 & 0.5 & 0 \\
0.1 & 0 & 0 & 0.5 \\
0.2 & 0 & 0 & 0 \\
0 & 0.2 & 0 & 0 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 0 & 0.1 & 0.5 & 0 \\
0.1 & 0 & 0 & 0.5 \\
0.2 & 0 & 0 & -0.1 \\
0 & 0.2 & -0.1 & 0 \end{bmatrix}
\]

Here \( \| A_1 \|_\infty = \| A_2 \|_\infty = 0.6 \) but

\[
\rho(A_1) \approx 0.3702 > \rho(A_2) \approx 0.3317.
\]

This means that in general, stability for hierarchical co-simulation has to be determined anew, even if the starting point is a zero-stable co-simulation on one level. An exception is the case where not only \( \rho(D) \leq 1 \) but also \( \| D \|_\infty \leq 1 \), as from this follows further

\[
\rho(D_{CS1}) \leq \| D_{CS1} \|_\infty \leq \| D \|_\infty \leq 1 (11)
\]

which ensures zero-stability of the co-simulation on the upper level \( CS_1 \).

For the stability properties of the coupling in \( CS_2 \), we are interested in the input-output dependencies within the system only, thus we need to look at the spectral radius of \( D_{CS2} \), which results from (8):

\[
D_{CS2} = \begin{bmatrix} D^M \quad 0 \\
\vdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & D^N
\end{bmatrix} \tilde{L}_2
\]

(12)

Since we see that \( D_{CS2} \) is composed of a submatrix of \( D \), here again \( \| D_{CS2} \|_\infty \leq \| D \|_\infty \) holds, and thus \( \rho(D_{CS2}) \) has to be determined separately only if \( \| D \|_\infty > 1 \).

To sum up, we can conclude that zero-stability of hierarchical co-simulation can be determined analogously to customary co-simulation on one level. To this end, the matrices referring to the global system outputs on every co-simulation level have to be examined - except for the cases where the origin is a stable co-simulation with matrix \( D \) fulfilling \( \| D \|_\infty \leq 1 \), which is satisfied in particular for couplings where no feed-through occurs in at least one system, so \( \| D \|_\infty = \rho(D) = 0 \). These considerations, of course, can directly be taken further and applied to more than two levels of co-simulation, as well.

### 3 Numerical stability

Depending on the coupling method, instabilities can still occur for zero-stable coupling methods due to the errors introduced by extra- or interpolation. A weak coupling approach is called numerically stable if it yields a stable solution for a finite macro-step size \( H > 0 \) [9].

To investigate stability properties for finite communication step sizes, we consider a three-mass oscillator as benchmark example, which is illustrated in Figure 3.

Figure 3: Illustration of a three-mass oscillator.
The underlying equation system can be interpreted as coupled Dahlquist equations, which can be solved analytically and thus provide an eminently suitable test case. The oscillator with two masses has been taken into consideration in numerous investigations on stability of conventional, single-level co-simulation approaches, where it proves highly sensitive to the choice of parameters and macro step size [9].

For the intended co-simulation, the system is split along the individual masses and coupled via force-displacement-coupling (cf. [10] for further information on the coupling approach), as illustrated in Figure 4.

![Figure 4: Force-displacement coupling of the three-mass oscillator.](image)

By this coupling approach we obtain the subsystem equations for systems $S^I$, $S^{II}$ and $S^{III}$:

\[ S^I: \quad \ddot{x}_1 = v_1 \]
\[ m_1 \ddot{v}_1 = -c_1 x_1 - d_1 v_1 + \lambda_{12} \quad (13a) \]

\[ S^{II}: \quad \ddot{x}_2 = v_2 \]
\[ m_2 \ddot{v}_2 = -c_{12} (x_2 - \ddot{x}_1) - d_{12} (v_2 - \ddot{v}_1) + \lambda_{23} \quad (13b) \]

\[ S^{III}: \quad \ddot{x}_3 = v_3 \]
\[ m_3 \ddot{v}_3 = -c_{23} (x_3 - \ddot{x}_2) - d_{23} (v_3 - \ddot{v}_2) + c_3 (-x_3) + d_3 (-v_3) \quad (13c) \]

With the coupling conditions

\[ \lambda_{12} - c_{12} (x_2 - x_1) - d_{12} (v_2 - v_1) = 0 \quad (14a) \]
\[ \ddot{x}_1 - x_1 = 0 \quad (14b) \]
\[ \ddot{v}_1 - v_1 = 0 \quad (14c) \]
\[ \lambda_{23} - c_{23} (x_3 - x_2) - d_{23} (v_3 - v_2) = 0 \quad (14d) \]
\[ \ddot{x}_2 - x_2 = 0 \quad (14e) \]
\[ \ddot{v}_2 - v_2 = 0 \quad (14f) \]

Following the considerations from section 2, we obtain for matrix $D$ in (3):

\[
D = \begin{bmatrix}
0 & D^{I}L^{II} & D^{I}L^{III} \\
D^{II}L^{I,I} & 0 & D^{II}L^{III,II} \\
D^{III}L^{I,III} & D^{III}L^{II,III} & 0
\end{bmatrix}
\]

\[
= \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
-c_{12} & -d_{12} & 0 & 0 & 0 & 0 \\
0 & 0 & -c_{23} & -d_{23} & 0 & 0
\end{bmatrix}
\]

whence follows $\rho(D) = 0$, thus guaranteeing zero-stability.

For the hierarchical co-simulation approach, systems $S^{II}$ and $S^{III}$ are combined in a second-level co-simulation. As expected (cf. section 2), we obtain $\rho(D_{CS_1}) = \rho(D_{CS_2}) = 0$ for

\[
D_{CS_1} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
-c_{12} & -d_{12} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

and

\[
D_{CS_2} = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-c_{23} & -d_{23} & 0 & 0
\end{bmatrix}
\]

thus the conditions for zero-stability are satisfied for both levels of co-simulation.

In the following, several scenarios are performed for both co-simulation approaches to compare numerical stability properties. For all settings, explicit Euler methods are used to solve the individual subsystems. These simple methods have been chosen to enable the focus on the different methods of co-simulation without additional corrections (i.e. by step size control). As synchronization method, Jacobi-type coupling without iteration using zero-order extrapolation for external variables has been used. The initial conditions for all scenarios have been chosen as $x_1 = 1$, $x_2 = 2$, $x_3 = 3$ and $v_1 = v_2 = v_3 = 0$.

**Scenario 1.** The parameters for the first scenario to be considered are given in Table 1.
As can be seen, the spring stiffnesses are chosen to increase from left to right (cf. Figure 3) to result in slower and faster varying subsystems. The step sizes for the individual subsystem solvers are chosen accordingly with $h_1 = 0.005$, $h_2 = 0.0025$, $h_3 = 0.00125$. The monolithic reference system is of the form $\mathbf{y} = A \cdot \mathbf{y}$ and can thus be solved analytically. In addition to the analytical solution, the results of the hierarchical co-simulation are compared to a conventional single-level co-simulation. For the latter, a macro step size $H$ of 0.1 seconds is chosen. The results in Figure 5 show that even if the overall communication step size $H_1$ is doubled in comparison to the traditional co-simulation, the hierarchical approach yields significantly more accurate results for systems $S^{II}$ and $S^{III}$ if the step size for the second-level co-simulation is chosen adequately ($H_1 = 0.2s$, $H_2 = 0.05s$).

Table 1: Parameter settings for Scenario 1.

<table>
<thead>
<tr>
<th>$c_1$</th>
<th>$c_{12}$</th>
<th>$c_3$</th>
<th>$d_1$</th>
<th>$d_{12}$</th>
<th>$d_3$</th>
<th>$m_1$</th>
<th>$m_2$</th>
<th>$m_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1E-02</td>
<td>1E-01</td>
<td>1</td>
<td>0.1</td>
<td>0.4</td>
<td>1</td>
<td>2</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

In spite of plainly distinct errors in specific phases, both approximations remain stable, as can be seen in simulations over a longer period of time.

The maximum absolute errors and elapsed time for several different settings are given in Table 2.

<table>
<thead>
<tr>
<th>app</th>
<th>$H_1$</th>
<th>$H_2$</th>
<th>$c_{1}$</th>
<th>$c_{12}$</th>
<th>$c_3$</th>
<th>$d_1$</th>
<th>$d_{12}$</th>
<th>$d_3$</th>
<th>$m_1$</th>
<th>$m_2$</th>
<th>$m_3$</th>
<th>$\text{el. time}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ref</td>
<td>0.1</td>
<td>0.1</td>
<td>1.21E-04</td>
<td>5.94E-04</td>
<td>8.81E-03</td>
<td>1.38E-02</td>
<td>3.31E-04</td>
<td>8.32E-04</td>
<td>0.0056</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>base</td>
<td>0.1</td>
<td>0.025</td>
<td>4.32E-05</td>
<td>5.43E-04</td>
<td>3.28E-03</td>
<td>7.05E-03</td>
<td>5.12E-04</td>
<td>3.19E-04</td>
<td>0.0149</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>base</td>
<td>0.1</td>
<td>0.01</td>
<td>4.34E-05</td>
<td>5.44E-04</td>
<td>3.29E-03</td>
<td>7.06E-03</td>
<td>5.13E-04</td>
<td>3.19E-04</td>
<td>0.0199</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>base</td>
<td>1</td>
<td>0.025</td>
<td>3.41E-03</td>
<td>7.13E-03</td>
<td>9.34E-02</td>
<td>5.40E-02</td>
<td>1.74E-03</td>
<td>3.18E-02</td>
<td>0.1042</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>base</td>
<td>0.1</td>
<td>0.015</td>
<td>3.43E-03</td>
<td>6.45E-03</td>
<td>6.24E-02</td>
<td>2.19E-02</td>
<td>1.70E-03</td>
<td>3.07E-03</td>
<td>0.2456</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Maximum error and elapsed time for the traditional and hierarchical co-simulation approach in Scenario 1.

We see that while the execution time is significantly higher in case of the same step size on the upper level and the traditional co-simulation - which has to be expected due to the additional synchronization on the lower level - the high difference can be overcome while still maintaining better accuracy by increasing both macro step sizes in the hierarchical approach.

Scenario 2. In Scenario 2, the stiffnesses differ to a greater extent (see parameters in Table 3), which can lead to stability issues if communication step sizes are chosen too large. The conventional co-simulation already yields unstable results for the same step size as in Scenario 1 ($H = 0.1$). The solution obtained by the hierarchical approach with the same upper-level communication step size but additional synchronization between subsystems $S^{II}$ and $S^{III}$ remains stable.

Table 3: Parameter settings for Scenario 2.

<table>
<thead>
<tr>
<th>$c_1$</th>
<th>$c_{12}$</th>
<th>$c_3$</th>
<th>$d_1$</th>
<th>$d_{12}$</th>
<th>$d_3$</th>
<th>$m_1$</th>
<th>$m_2$</th>
<th>$m_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1E-03</td>
<td>1E-01</td>
<td>10</td>
<td>1</td>
<td>0.1</td>
<td>4</td>
<td>1</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 5: Trajectories of $x_1$, $x_2$ and $x_3$ for Scenario 1 with $H = 0.1s$, $H_1 = 0.2s$ and $H_2 = 0.05s$.

Even for a larger communication step size on the upper level ($H_1 = 0.2$), stability is maintained with the hierarchical approach, as the coupling between systems $S^{II}$ and $S^{III}$ is the crucial one (cf. Figure 6).

If the synchronization time on the second level is also increased (to $H_2 = 0.05$), qualitative behavior is still maintained but errors are too high to consider the solution still acceptable (cf. Table 4).
Scenario 3. In Scenario 3, the stiffnesses for the springs attached to mass \( m_1 \) are increased, too (see Table 5), which leads to unstable results for the traditional as well as hierarchical approach with step sizes \( H = 0.1s, \ H_1 = 0.1s \) and \( H_2 = 0.025s \), see Figure 7. This makes sense as the increased stiffness for System I can not be compensated by closer communication of Systems II and III.

The macro step sizes \( H \) and \( H_1 \) would have to be chosen as low as 0.03 to keep the error in bounds at all, even though results are still too far from the reference solution to be of use.

4 Conclusion

In this paper, the method of hierarchical co-simulation has been presented and investigated with respect to stability properties. In comparison to hierarchical multirate approaches as presented in [5, 12], the application of the hierarchical co-simulation method presented in this paper does not require any knowledge on the underlying system per se. The subsystems can, as in common co-simulation methods, be treated as black boxes with information on the input and output dependencies without interfering.

Table 4: Maximum error and elapsed time for the traditional and hierarchical co-simulation approach in Scenario 2.

<table>
<thead>
<tr>
<th>c_1</th>
<th>c_12</th>
<th>c_23</th>
<th>c_3</th>
<th>d_1</th>
<th>d_12</th>
<th>d_23</th>
<th>d_3</th>
<th>m_1</th>
<th>m_2</th>
<th>m_3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>10</td>
<td>100</td>
<td>0.1</td>
<td>0.4</td>
<td>1</td>
<td>2</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 5: Parameter settings for Scenario 3.

<table>
<thead>
<tr>
<th>app</th>
<th>t_initial</th>
<th>t_final</th>
<th>H_1</th>
<th>H_2</th>
<th>( c_{\text{ref}} )</th>
<th>( c_{\text{ref}} )</th>
<th>( c_{\text{ref}} )</th>
<th>( c_{\text{ref}} )</th>
<th>( c_{\text{ref}} )</th>
<th>cl. base</th>
</tr>
</thead>
<tbody>
<tr>
<td>tra.</td>
<td>1</td>
<td>0.1</td>
<td>0.1</td>
<td>2.345</td>
<td>1.345-01</td>
<td>1.345-02</td>
<td>5.134-01</td>
<td>5.134-02</td>
<td>1.345-01</td>
<td>1.345-02</td>
</tr>
<tr>
<td>bas.</td>
<td>3</td>
<td>0.2</td>
<td>0.2</td>
<td>2.345</td>
<td>1.345-01</td>
<td>1.345-02</td>
<td>5.134-01</td>
<td>5.134-02</td>
<td>1.345-01</td>
<td>1.345-02</td>
</tr>
<tr>
<td>hie.</td>
<td>3</td>
<td>0.2</td>
<td>0.2</td>
<td>2.345</td>
<td>1.345-01</td>
<td>1.345-02</td>
<td>5.134-01</td>
<td>5.134-02</td>
<td>1.345-01</td>
<td>1.345-02</td>
</tr>
<tr>
<td>total</td>
<td>3</td>
<td>0.2</td>
<td>0.2</td>
<td>2.345</td>
<td>1.345-01</td>
<td>1.345-02</td>
<td>5.134-01</td>
<td>5.134-02</td>
<td>1.345-01</td>
<td>1.345-02</td>
</tr>
<tr>
<td>bie.</td>
<td>3</td>
<td>0.2</td>
<td>0.2</td>
<td>2.345</td>
<td>1.345-01</td>
<td>1.345-02</td>
<td>5.134-01</td>
<td>5.134-02</td>
<td>1.345-01</td>
<td>1.345-02</td>
</tr>
<tr>
<td>bas.</td>
<td>0.1</td>
<td>0.2</td>
<td>0.2</td>
<td>2.345</td>
<td>1.345-01</td>
<td>1.345-02</td>
<td>5.134-01</td>
<td>5.134-02</td>
<td>1.345-01</td>
<td>1.345-02</td>
</tr>
</tbody>
</table>

Figure 6: Trajectories of \( x_1, x_2 \) and \( x_3 \) for Scenario 2 with \( H = 0.1s, \ H_1 = 0.2s \) and \( H_2 = 0.025s \) from \( t_{\text{start}} = 0s \) to \( t_{\text{end}} = 100s \).

Figure 7: Trajectories of \( x_1, x_2 \) and \( x_3 \) for Scenario 3 with \( H = 0.1s, \ H_1 = 0.1s \) and \( H_2 = 0.025s \) from \( t_{\text{start}} = 0s \) to \( t_{\text{end}} = 100s \).
with the subsystem solvers. This can be beneficial when using co-simulation platforms like the BCVTB [11] or standards like the FMI1, and in particular for interdisciplinary collaborative projects where partial systems are developed independently and possibly protected by company-specific privacy agreements.

While in the experiments above, quite simple subsystem solvers and coupling methods are chosen, improvement methods commonly used in single-level co-simulation approaches like variations of extrapolation order, coupling methods (sequential or mixed algorithms and waveform iteration) and stabilization techniques can of course be utilized in hierarchical co-simulation as well. Detailed studies on the advantages of said techniques for traditional co-simulation are ample in the literature (see for example [13, 14, 15, 16]). In addition, the results from section 3 show that stability issues can be tackled by introducing another layer of communication instead of having to decrease the overall communication step size, thus providing an innovative method for stabilization.
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