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Reflection electron energy loss spectroscopy (REELS) spectra were measured for seven

insulating organic compounds (DNA, Irganox 1010, Kapton, polyethylene [PE],

poly(methyl methacrylate) [PMMA], polystyrene [PS] and polytetrafluoroethylene

[PTFE]). Optical constants and energy band gaps were extracted from the measured

REELS spectra after elimination of multiple electron scattering via a deconvolution and

fitting the normalised single scattering energy loss spectra to Drude and Drude–Lindhard

model dielectric functions, constrained by the Kramers–Kronig sum and f-sum rules. Sat-

isfactory agreement is found for those optical constants for which literature data exists.

For PTFE, the observed features in the optical data correspond to its electronic structure.
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1 | INTRODUCTION

Many well-established analytical techniques utilise the interaction of

charged particles with matter, for example, electrons, for chemical and

structural characterisation of surfaces, such as X-ray photoelectron

spectroscopy (XPS),1 reflection and transmission2 electron energy loss

spectroscopy (REELS and TEELS) and scanning and transmission elec-

tron microscopy (SEM and TEM). The evaluation of experimental data

acquired with such methods crucially depends on accurate quantita-

tive knowledge of characteristics of electron inelastic scattering or, in

other words, electron energy loss process in solids. Such characteris-

tics are the inelastic mean free path (IMFP) and the differential inverse

inelastic mean free path (DIIMFP). The DIIMFP describes the distribu-

tion of energy losses in an individual inelastic scattering process. The

IMFP is the quantity defined as the average distance an electron

travels between two successive inelastic collisions measured along

the trajectory. This value is of paramount importance in all surface

analysis techniques because it determines the surface sensitivity. Fur-

thermore, for ion beam techniques,3 the dielectric function forms the

basis for the calculation of the electronic contribution to the stopping

power, the quantity that relates energy losses to the travelled path

length. Knowledge of this quantity is essential for low-energy ion

scattering, Rutherford backscattering and related techniques to obtain

information about the depth of specific scattering centres.

The inelastic interaction of electrons with matter is often

described in terms of the dielectric response theory. The dielectric

function ϵ ω,qð Þ is a fundamental physical property that describes the

response of a material to an external perturbation caused by an elec-

tromagnetic wave or a charged particle as a function of the trans-

ferred energy ω and momentum q. The dielectric function can be

measured by probing a sample surface either with photons4,5 or elec-

trons2,6 which implies the measurement of absorptions or energy
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losses, respectively. Both methods have been extensively employed in

the past decades. The so-called energy loss function (ELF),

ELF¼ Im
�1

ϵ ω,qð Þ
� �

, ð1Þ

is usually derived from such measurements. Several main approaches

exist for measuring the optical constants of a material: optical

reflection,4,5 absorption and transmission measurements, TEELS2 and

REELS,7,8 the latter being the simplest technique as far as the experi-

mental effort is concerned.

In the present work, seven organic insulators were investigated

using REELS (DNA, Irganox 1010, Kapton, PE, PMMA, PS and PTFE).

The experimental data were analysed using the method described in

previous studies.7–9 The normalised DIIMFP was determined by

simultaneous deconvolution of a pair of REELS spectra, one of which

is measured under more surface-sensitive conditions, while the other

is measured under more bulk-sensitive conditions, by an appropriate

choice of the energy of impinging electrons and scattering geometry.

The DIIMFP is subsequently fitted to a model dielectric function

(Drude or Drude–Lindhard) constrained with the Kramers–Kronig sum

(KK-sum) and f-sum rules. Comparison of our data with those mate-

rials for which published optical constants exist (DNA, Kapton, PE,

PMMA and PS) generally exhibits good agreement, allowing us to con-

clude that charging of the insulator surfaces with a beam of low-

energy electrons was successfully mitigated. The REELS spectra and

the resulting model ELFs of the different organic compounds showed

strong similarities, dominated by a feature resembling the

(π + σ)-plasmon in graphite, except for PTFE. The features in the

dielectric function of PTFE correspond to the (joint) density of states

in this material, as reported in the literature.10–12

2 | EXPERIMENTAL

The following organic compounds were investigated in this study:

(1) Calf thymus DNA (assumed average sum formula

[C39N13O24P4H49]n) thickly deposited by drop-casting from a solution

(Sigma-Aldrich, Calf Thymus, Deoxyribonucleic acid D4552) onto a Si

wafer, (2) a 48-nm-thick film of the antioxidant Irganox® 1010 (short:

Irganox, C73O12H108) deposited on a Si/SiO2 substrate with a 19-nm-

thick oxide layer13 received from NPL, UK, (3) a sample of Kapton®

foil ([C22N2O5H10]n), (4) a roughly 1.5-mm-thick sample of low-density

polyethylene (short: PE, [C2H4]n), (5) an approximately 43-nm-thick

film of poly(methyl methacrylate) (short: PMMA, [C5O2H8]n) deposited

on an Au substrate received from TU Delft, NL, (6) a fragment of a

polystyrene cuvette (short: PS, [C8H8]n) and (7) a sample of poly-

tetrafluoroethylene foil (short: PTFE, [C2F4]n).

The samples of Kapton, PE, PS and PTFE were cleaned by

ultrasonication in p.a. grade ethanol immediately prior to introduction

into the vacuum. The samples of DNA, Irganox and PMMA were

blown clean with helium and otherwise measured as received and

were assumed to be in pristine condition.

The REELS spectra were acquired under UHV conditions in a modi-

fied VG ESCALAB MkII spectrometer equipped with a hemispherical

mirror analyser (HMA) with a sector angle of 150� and operated at a

pass energy of 20 eV in constant analyser energy mode. A Kimball Phys-

ics ELG-2 electron gun was used as a primary electron source. In order

to minimise the effects of radiation damage and sample charging, the

primary electron beam was defocussed to a spot size of about 5 mm.

The relative orientations of gun, sample and analyser provide the

angles of incidence and emission which need to be taken into account

for the extraction of DIIMFPs from the REELS spectra. Values of these

parameters for the present measurements are given in Table 1. In the

cases of Kapton, PE, PS and PTFE, electron gun, sample surface normal

and analyser were arranged in a specular configuration, that is, electron

gun, sample and electron analyser were located in the same plane. DNA,

Irganox and PMMA were measured with the electron gun oriented at

an azimuthal angle ϕi of 35� away from the plane of detection. For bulk-

sensitive measurements, the electron gun was operated at a primary

energy of 1600 eV. The polar angles of incidence θi and emission θo

were both 60� with respect to the surface normal. For surface-sensitive

measurements, the primary energy was reduced to 500 eV, and a graz-

ing incidence was achieved by tilting the sample surface normal towards

the analyser. The tilting angles used were different for different mate-

rials, and the resulting geometry configuration can be found in Table 1.

An important aspect concerning the irradiation of insulators with

charged particle beams, such as electrons, is the phenomenon of sur-

face charging. This leads to a change in the surface potential, which

may vary with the lateral position.

In general, this has two important consequences for electron scat-

tering experiments: (1) the kinetic energy of the electrons arriving at

the surface, the so–called landing energy, will generally differ from

the acceleration voltage in the electron source; and (2) the incidence

and emission angles may differ from the nominal values governed by

the geometrical setup of the experimental system. While these two

effects will quantitatively change the interaction, the (positive or neg-

ative) acceleration of the incoming particles is compensated during

the escape from the surface, implying that the elastic peak and the

TABLE 1 Polar (θi, o) and azimuthal (ϕi, o) angles of incidence and
emission (indices i and o) used for measuring the REELS spectra for
bulk- and surface-sensitive conditions at primary energies
E0 ¼1600 eV and E0 ¼500eV, respectively

Bulk Surface

E0 ¼1600 eV E0 ¼500 eV

θi θo ϕi ϕo θi θo ϕi ϕo

DNA 60� 60� 35� 180� 83� 33� 35� 180�

Irganox

PMMA

Kapton 60� 60� 0� 180� 87� 33� 0� 180�

PE

PS 60� 60� 0� 180� 80� 40� 0� 180�

PTFE
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inelastically backscattered electrons in the measured energy spectrum

will be located at the expected energy. In the case of the elastic peak,

this corresponds to the acceleration voltage in the electron gun. This

is in contrast to the spectrum of secondary electrons emitted from

the target, which only experience the field due to the surface charge

on their way out, and hence, the secondary electron spectrum will

shift in energy when the surface is charged. The remaining question

of relevance for the interpretation of REELS is how the change in the

electron–solid interaction will affect the resulting optical constants.

First of all, it is noted that a change in the landing energy due to

surface charging does lead to a different absolute value of the inelastic

scattering probability, but the normalised DIIMFP, which is the quantity

extracted from the raw data, does not depend appreciably on the actual

energy of interaction.14 The only other parameters used in the present

analysis are the so-called partial intensities γn, that is, the relative num-

ber of electrons experiencing a certain number n of inelastic scatterings,

which are needed in the deconvolution of multiple scattering (see

Section 3.2). The first-order partial intensity γ1 is of main importance

and always attains values close to unity.7 The procedure used in the pre-

sent work is of second order implying that only the first two partial

intensities are needed at all, while the result is not much different from

a first-order approach. This implies that the only expected influence of

charging on the retrieval procedure concerns the first-order partial

intensities, which fortunately do not depend critically on the landing

energy and the incidence and emission angle, as is shown in Figure 1.

For some of the measured samples, especially for PTFE and PS,

charging effects were indeed observed and manifested themselves as

strong fluctuations of the overall signal intensity on a time scale of a

few seconds, preventing the recording of usable REELS spectra alto-

gether. This effect was mitigated by defocussing the primary electron

beam to a spot diameter of about 5 mm and reducing the beam current

to a few nA or less, thereby distributing the incident electron dose over

a larger area and hence a longer measurement time (up to 30 min) was

required. While residual charging effects cannot be entirely excluded,

they are unlikely to have an observable influence, as explained above.

The actual value of the surface potential due to charging was deter-

mined for the samples for which the strongest charging effects were

observed. This was done by measuring the REELS spectrum with a sec-

ond analyser in our system, which is a time-of-fight (TOF) analyser. The

current used in the TOF experiments was set equal to those in the REELS

experiments in order to make a meaningful comparison. For PTFE and

PS, the peak of secondary electrons in the TOF spectra was clearly

shifted along the time scale, indicating that for the employed conditions

(energy, current, scattering geometry), the PS surface becomes negatively

charged, while the PTFE surface becomes positively charged. The current

used in the TOF experiments was set equal to those in the REELS experi-

ments in order to make a meaningful comparison. This follows from a

shift of the onset of the secondary electron peak to smaller flight times

(negative surface charging, PS) or larger flight times (positive surface

charging, PTFE) due to the fact that the vacuum level is shifted by the

surface charge. The extent of surface charging can be estimated from the

flight time of the onset of the secondary electron spectrum. The expected

value of the flight time of ≈0-eV electrons on a neutral surface was

experimentally confirmed on a noncharging surface of highly oriented

pyrolytic graphite, with a known work function of HOPG φ¼4:6 eV by

measuring the spectrum with different bias voltages for the TOF spec-

trometer. For the conditions used to acquire the presented spectra,

the absolute value of the surface potential of PS and PTFE was esti-

mated not to exceed ≈5 and ≈20V, respectively. The above consider-

ations allow us to conclude that the DIIMFP extracted from the

present measurements are representative for a neutral surface.

Radiation damage is often a very important issue in electron spec-

troscopy techniques such as REELS and XPS, especially when organic

samples are analysed. Tahir and Tougaard15 found a significant change

in the REELS spectra of PE in consecutive experiments using a focussed

electron gun and attributed these to radiation damage. The use of a

defocussed electron beam and lower beam currents in this study was

also beneficial in reducing radiation damage due to the low flux density

of incident electrons in comparison with typical REELS experiments with

a focussed beams and relatively short acquisition times. Significant dif-

ferences between individual scans as demonstrated by Tahir and

Tougaard15 were not observed. XPS measurements were performed

before and after the REELS experiments, and no significant changes in

F IGURE 1 The first-order reduced partial intensities of PTFE
calculated for (A) different landing energies and for incident and
emission angles of θi = 60�, θo = 60� and (B) for different emission
angles and for θi = 60�, and E0 ¼500eV
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the sample stoichiometries were found. It should be noted that XPS is

not sensitive to any changes in the hydrogen content.

3 | DATA ANALYSIS

3.1 | Model dielectric functions and interaction
characteristics

The dielectric function ϵ ω,qð Þ is a crucial quantity describing the inter-

action of charged particles with matter:

ϵ ω,qð Þ¼ ϵ1 ω,qð Þþ iϵ2 ω,qð Þ,

where ϵ1 ω,qð Þ and ϵ2 ω,qð Þ are the real (dispersive) and the imaginary

(absorptive) part of the dielectric function, respectively. The energy

lost by an electron during an inelastic scattering is denoted by ω, and

q is the momentum transfer in the collision.

Different approaches are available to model the dielectric function

based on a set of bound electrons as oscillators with amplitudes or oscil-

lator strengths Ai, binding energies ωi and damping parameters Γi. One

of the simplest and widely used models is the extended Drude model:16

ϵ1 ¼ ϵb�
P
i

Ai ω2�ωi qð Þ2
� �

ω2�ωi qð Þ2
� �2

þΓ2
i ω

2

,

ϵ2 ¼
P
i

AiΓiω

ω2�ωi qð Þ2
� �2

þΓ2
i ω

2

,

ð2Þ

with ϵb being the background dielectric constant due to the polariz-

ability of the core electrons.16 Note that in Equation (2) and below,

atomic units are used (ℏ¼ e¼me ¼1). Another widely used approach

is the Drude–Lindhard model that is based on the Drude model with

the q-dependence included by Lindhard17 and consists of expanding

the ELF, rather than the dielectric function in a series of oscillators:

Im
�1

ϵ ω,qð Þ
� �

¼
X
i

Ci
ωΓiωi q¼0ð Þ2

ω2�ωi qð Þ2
� �2

þΓ2
i ω

2

, ð3aÞ

Re
1

ϵ ω,qð Þ
� �

¼1þ
X
i

Ci

ω2�ωi qð Þ2
� �

ωi q¼0ð Þ2

ω2�ωi qð Þ2
� �2

þΓ2
i ω

2

, ð3bÞ

where Ci is the dimensionless oscillator strength.

Finally, the dispersion of the oscillator resonance energies needs

to be taken into account. This is generally done by considering a qua-

dratic dispersion relationship, which in atomic units reads:

ωi qð Þ¼ωi q¼0ð Þþαq2=2, ð4Þ

and making an appropriate choice for the dispersion constant α. It has

become customary in Werner et al7 to use values close to unity for

metals and conductors, while for insulators dispersion is usually

assumed to be negligible (α¼0). This approach has also been adopted

in the present work.

A test of the consistency of optical data is provided by checking

the sum rules. The data in the present work were subjected to the fol-

lowing sum rule checks: the f-sum rule and the KK-sum rule evaluated

at ω¼0 and q¼0. The f-sum rule or Thomas–Reiche–Kuhn sum rule

is given by7

f-sum¼ 1
2π2na

ðωmax

0

ωIm
�1

ϵ ω,q¼0ð Þ
� �

dω, ð5Þ

which at ωmax !∞ must approach the average atomic number, Zav.

The quantity na in Equation (5) is the atomic density. In the actual

polymer materials different atoms are present. As far as the sum rules

are concerned, we assume that each atom is identical and has nv ¼
Zav �na electrons (therefore, nv is the valence electron density).

The KK-sum rule is given by2

1�Re
1

ϵ ω¼0,q¼0ð Þ
� �

¼2
π

ðωmax

0

1
ω
Im

�1
ϵ ω,q¼0ð Þ

� �
dω, ð6Þ

where n ω¼0ð Þ is the static refractive index. Therefore, the KK-sum

can be expressed as follows:

KK-sum¼2
π

ðωmax

0

1
ω
Im

�1
ϵ ω,q¼0ð Þ

� �
dωþ 1

n ω¼0ð Þ2
, ð7Þ

which at ωmax !∞ must approach 1.

The model dielectric functions introduced above describe free-

electron materials but not insulators. Following the customary approach

employed by other authors,15 here and below, we employ the simplest

way to model the band gap occurring in the insulator electronic struc-

ture by multiplying the ELFs with a step function θ(ω � Eg) at the energy

loss Eg corresponding to the band gap, where the function θ(ω) is the

Heaviside step function, and hence zeroing Im �1=ϵ½ � in the band gap.

Because ϵ1 and ϵ2, as well as the refractive index n and the extinction

coefficient k, are related in a quite fundamental way by means of the

Kramers–Kronig dispersion relations, after the zeroing procedure

Re 1=ϵ½ � has then to be recovered from Im 1=ϵ½ � via18,19

ϵ1 ω,q¼0ð Þ�1¼2
π
P

ðωmax

0

ω0ϵ2 ω0,q¼0ð Þ
ω0ð Þ2�ω2

dω0, ð8Þ

Re
1

ϵ ω,q¼0ð Þ
� �

�1¼2
π
P

ðωmax

0

Im
1

ϵ ω0 ,q¼0ð Þ
� �

ω0dω0

ω0ð Þ2�ω2
: ð9Þ

Figure 2 illustrates the difference in the real part of the dielectric

function ϵ1 of DNA (within the Drude model) calculated with and

without the Kramers–Kronig transform after zeroing the ELF in the

band gap demonstrating insufficient difference between the results of

the KK-sum evaluation using Equation (7) with and without doing the

Kramers–Kronig transform. Similar results were obtained for all the
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materials investigated in this work providing the evidence that the use

of the Kramers–Kronig transform is unnecessary in this

particular case.

The probability of an electron with a primary energy E0 to lose

energy ω in an individual inelastic scattering event inside the bulk of a

solid (subscript b) is described by the bulk DIIMFP Wb ω,E0ð Þ and is

related to the dielectric function ϵ ω,qð Þ as follows:

Wb ω,E0ð Þ¼ 1
πE0

ðqþ
q�

Im
�1

ϵ ω,qð Þ
� �

dq
q
: ð10Þ

The limits of integration over the momentum transfer q depend

on the incident energy E0 and the energy loss ω and are a conse-

quence of energy and momentum conservation:

q� ¼
ffiffiffiffiffiffiffiffi
2E0

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 E0�ωð Þ

p
: ð11Þ

If dispersion can be neglected (α¼0), the integral in Equation (10)

can be solved analytically as follows:

Wb ω,E0ð Þ¼ 1
πE0

Im
�1

ϵ ω,q¼0ð Þ
� �

ln
qþ
q�

� �
: ð12Þ

The quantity extracted from the REELS spectra is the normalised

bulk DIIMFP wb(ω):

wb ωð Þ¼ Wb ω,E0ð Þ
ðE0
0

Wb ω,E0ð Þdω
: ð13Þ

In the medium electron energy range (100–10,000 eV), this quan-

tity is independent of the energy to a good approximation14 and is

used to retrieve values of the oscillator parameters by finding the set

of parameters which minimises the difference between the theoretical

and experimental normalised DIIMFP. The proper absolute values of

the resulting optical constants are obtained by constraining the

parameters during the fit with sum rules, as explained below.

3.2 | Extraction of the normalised DIIMFP from
REELS spectra

The present method to obtain the normalised DIIMFP from a pair of

experimental REELS described in Werner8 is based on two main

assumptions: (1) The electron reflection process can be described by a

Boltzmann-type kinetic equation; and (2) the normalised DIIMFP, that

is, the shape of the loss distribution, is independent of the energy of

interaction. The former requirement is always fulfilled for non-

crystalline surfaces, while the latter is true for energies in excess of a

few hundred eV.14 This can be seen from Equation (10) upon realising

that the shape of the DIIMFP is only affected by the volume of phase

space covered by the limits of momentum transfer q± for any given

energy. For energies above a few hundred eV, the effect is

negligible.14

Each measured REELS spectrum Y(ω) was first processed by a

Richardson–Lucy deconvolution9 in order to reduce instrumental

broadening effects, as shown in Figure 3. Subsequently, the elastic

peak was fitted with a Gaussian function and subtracted from the

spectrum which is then divided by the elastic-peak intensity and the

experimental energy spacing to yield the energy loss spectrum y(ω) in

absolute units of reciprocal eV. The resulting spectrum is the superpo-

sition of multiple orders of surface and bulk scattering which need to

be deconvoluted to obtain the normalised DIIMFP, that is, the single

bulk-scattering energy loss distribution wb.

Generally, a REELS spectrum contains contributions both from

inelastic scattering occurring deep inside the material (described by

the DIIMFP, Wb) and a contribution of surface energy losses experi-

enced when an electron crosses the vacuum–solid interface, which

is described by the so-called differential surface excitation probabil-

ity (DSEP), designated by Ws in the following (see previous stud-

ies7,8,14 for a detailed discussion of the meaning of these

F IGURE 2 The real part of the dielectric function ϵ1 calculated
with and without the Kramers–Kronig transform after the zeroing the
ELF in the band gap

F IGURE 3 Illustration of the Richardson–Lucy deconvolution for
the 1600-eV spectrum of PTFE. Blue curve: raw data; red curve: after
deconvolution. The full width at half maximum of the elastic peak

decreases from 0.43 to 0.34 eV after deconvolution (see text)

OPTICAL CONSTANTS OF ORGANIC INSULATORS 5



quantities). These contributions need to be unravelled to yield the

bulk DIIMFP, which is used here to extract the optical constants.

This is done by subjecting both spectra of the pair, y1, 2(ω) to the

Tougaard–Chorkendorff algorithm20 in a first step, yielding the

intermediate spectra y ∗
1,2ðωÞ. The normalised energy loss distribution

is then obtained from8

wðωÞ¼ u10y
∗
1 ðωÞþu01y

∗
2 ðωÞþu11y

∗
1 ðωÞ

O
y ∗
2 ðωÞ, ð14Þ

where the symbol
N

denotes a convolution over the energy and the

quantity w represents either the normalised bulk DIIMFP (wb(ω)) or

the DSEP (ws(ω)) depending on whether the employed coefficients uij

are for bulk and surface scattering as given in Werner.8 The coeffi-

cients uij are functions of the reduced partial intensities for the spec-

trum pair, that is, the relative number of electrons experiencing a

certain number of volume losses. These quantities depend on the

interaction energy and the scattering geometry and were calculated

for both spectra of each material using a Monte Carlo

(MC) simulation.21,22 The method described above yields the

normalised DIIMFP for bulk scattering, wb(ω), in absolute units of

reciprocal eV even if the REELS spectra are only measured over a

finite energy range.7,8

Various alternative approaches have been proposed in the litera-

ture to derive the normalised DIIMFP from REELS spectra. Tahir and

Tougaard15 applied the Tougaard–Chorkendorff algorithm20 to obtain

DIIMFPs of some organic samples including PMMA and PE. The

‘effective’ cross section resulting from the Tougaard–Chorkendorff

algorithm meanwhile is in fact known to be not a cross section8 but

rather a weighted superposition of the bulk and surface single scatter-

ing loss distribution and a negative mixed term. It is not clear how or

whether at all the software of Tahir and Tougaard is taking this into

account. Afanas'ev et al23,24 proposed another approach of deriving

the normalised DIIMFP aimed to fit entire REELS spectra instead of

using any deconvolution procedure. This method implies that in each

fitting step, the normalised DIIMFP and also the normalised DSEP are

refined by varying parameters needed for their calculations until the

experimental spectrum is reproduced with sufficient accuracy. Such

an approach is quite similar to the one used by Vos and Grande19 and

has the advantage of only requiring a single spectrum instead of a pair

of spectra. The approach used by Afanas'ev et al. does not allow to

obtain optical constants and the ELF whereas this is possible in the

case of the method used by Vos and Grande. Owing to the fact that

entire spectra are fitted in all the above works, without distinguishing

surface and bulk losses, generally makes it more difficult to judge the

uniqueness of the obtained solution.

3.3 | Fitting algorithm

The modelled normalised DIIMFP as a function of the oscillator

parameters (Ai/Ci, ωi, Γi) is optimised using the nonlinear optimisation

library NLopt.25 The normalised DIIMFP is derived by means of the

fitting procedure on the basis of least squares minimisation:

χ2 ¼
ðωmax

0

wb ωð Þ�wexp
b ωð Þ	 
2

dω, ð15Þ

by means of the following steps:

1. Set initial oscillator parameters Ai/Ci, ωi, Γi for the model ELF based

on the Drude or Drude–Lindhard dielectric function.

2. Calculate the model ELF using the oscillator parameters Ai/Ci, Γi,

and ωi (Equations 2 and 3).

3. Calculate the DIIMFP Wb ω,E0ð Þ employing Equation (10) and nor-

malise it (Equation 13).

4. Compare the obtained normalised DIIMFP wb ωð Þ with the one

extracted from experimental data wexp
b ωð Þ. Those oscillator param-

eters that give the minimum value of χ2 in Equation (15) are con-

sidered to be the realistic ones.

Utilising the aforementioned sum rule relations (Equations 5 and 7)

allows one to obtain absolute values of the retrieved optical con-

stants. One way of implementing such a scaling procedure is

described in Vos and Grande,19 where at each step of the fitting algo-

rithm, the oscillator parameters are rescaled accordingly depending on

the model dielectric function employed. For example, in the case of

the Drude model, the amplitudes Ai relate to the density of the

valence electrons nv through the plasmon frequency as

ω2
p ¼

P
i
Ai ¼4πnv . This relation therefore can be employed as a fit

constraint. In the present work, such relations are implemented to the

optimisation procedure by invoking nonlinear inequality constraints

making sure that the parameters retrieved by the fitting procedure

fulfil the f-sum rule.

The nonlinear inequality constraints are formulated according to

Vos and Grande19 as follows:

• in the case of the Drude model:

4πnvP
i
Ai

�1

�������

�������
≈0, ð16Þ

• in the case of the Drude–Lindhard model:

P
i

π
2Ciω2

i

2π2nv
�1

�������

�������
≈0: ð17Þ

In order to obtain meaningful optical constants during the fitting

procedure, knowledge of the material-specific valence electron den-

sity nv is required because it serves as a main property to constrain

the absolute values of the oscillator amplitudes. However, the value

of nv may be unavailable for some materials whereas in most of cases,

the value of the atomic density na is known. In the present work, in

order to estimate nv the inner-shell ionisation data from Henke5 avail-

able for energies above 100 eV and up to 30 keV were utilised. First,

one must ensure that all inner-shell binding energies for an
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investigated material are above 100 eV meaning that below 100 eV,

only valence electrons can be excited. If this is the case, then the

valence electron density nv can be evaluated by subtracting from the

total electron density ne ¼Zna the electron density nion related to the

inner shells only which can be obtained via the Bethe sum rule as

follows:

nion ¼ 1
2π2

ðωmax

ωmin

ωIm
�1

ϵHenke ω,q¼0ð Þ
� �

dω, ð18Þ

where ωmin ¼100eV and ωmax =30,000 eV. The valence electron den-

sity is then given by

nv ¼ ne�nion: ð19Þ

The resulting values of nv are summarised in Table 3.

4 | RESULTS AND DISCUSSION

Normalised loss spectra obtained as described in the above sections

are presented in absolute units of eV�1 in Figure 4. Blue curves corre-

spond to more volume-sensitive experimental conditions while red

curves are for more surface-sensitive conditions (see Section 2). The

panels on the right show the low-loss region where the lowest loss in

the bulk DIIMFP (see Figure 5) is highlighted by the green line and

corresponds to the HOMO–LUMO distance or band gap energy, Eg.

Two types of differences are seen between the surface- and

volume-sensitive loss spectra: (1) At energy losses in the multiple scat-

tering region (energy losses greater or approximately 20 eV), the local

minimum in loss spectra at around 30 eV is slightly shallower in the

surface-sensitive spectra; and (2) the structure and the intensity of

the spectra near the lowest loss indicated by the green line differs for

the bulk- and surface-sensitive spectra. The former effect is due to

the difference in the effect of multiple scattering on the loss spectra:

The loss spectrum is made up of a superposition of multiple self-

convolutions of the bulk and surface DIIMFP as well as multiple cross-

convolutions between surface and volume single scattering distribu-

tions. The peaks in the single scattering loss distributions due to vol-

ume (see, e.g., Figure 5) and surface (not shown) scattering are located

at about ℏωbulk �20–25 eV and ℏωsurf �10–15eV, respectively.

Therefore, the contribution to the spectrum of the group of electrons

which have experienced one surface and one bulk loss has a (rather

broad) peak around �35eV. This peak is obviously more pronounced

in the surface-sensitive data, leading to a smoother contribution of

multiple scattering in the spectra.

The other main difference between the surface and bulk data is

the increase in intensity of structures near the lowest loss for the

surface-sensitive data. In fact, for some cases, such as PE and PTFE,

structures appear in the HOMO–LUMO gap for the surface-sensitive

data which are absent or hardly discernible for the bulk-sensitive data.

The appearance of such structures are attributed to radiation-induced

changes, as was discussed earlier for SiO2.
27 On the basis of the

difference between the surface and bulk data, these changes in the

electronic structure are believed to be localised at the very surface.

Therefore, the bulk DIIMFP extracted from the pair of spectra is taken

to be representative for the bulk material in the following.

F IGURE 4 Normalised loss spectra of the investigated organic
samples in absolute units of eV�1. The measurements using surface-
sensitive conditions are given by the red curves, and blue curves
correspond to bulk-sensitive conditions. The insets display the low-
loss region and the determined lowest loss observed in the bulk
DIIMFPs (see text), corresponding to the HOMO–LUMO distance of
the studied materials. The numerical values of the band gap energy
are given in Table 2. The arrows in the panel for PTFE correspond to
the energies of interband transitions observed in Wang et al.26
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All spectra share a broad and intense main feature with a maxi-

mum at roughly 20 eV, which is attributed to plasmon excitation. The

spectra of Irganox, Kapton and PS exhibit sharp features with energy

losses between 6 and 7 eV. These represent energy losses due to the

excitation of π–π∗ transitions, commonly referred to as π-plasmons.

This is expected in materials with aromatic rings or more generally for

sp2-hybridised orbitals as in graphite.28 In the spectra of DNA, PE,

PMMA and PTFE, additional features are observed between 4.5 and

8 eV. In the cases of DNA (≈4.5 eV) and PTFE (≈6.5 to 8 eV), these

features are also observed in optical absorption spectra26,29,30 and

correspond to near-HOMO–LUMO electronic transitions.

The spectra of most samples are very similar both in shape and

intensity. The exception is PTFE which shows additional sharp fea-

tures overlapping the low-energy shoulder of the plasmon structure.

The plasmon loss seems to be significantly broader than in the other

compounds. This explains the overall low intensity of the PTFE spec-

tra in the multiple scattering region compared with the other mate-

rials. Assuming that the integral inelastic scattering intensity is similar

for all materials, a broader single scattering loss distribution automati-

cally implies a lower intensity of the loss spectrum relative to the

elastic-peak intensity. Because all data shown in Figure 4 were

normalised with the elastic-peak intensity, the low intensity in the

energy loss spectrum is therefore consistent with the larger width of

the single scattering loss distribution (see also Figure 5).

The structures on the low-loss side of the spectrum of PFTE have

been subject of a detailed investigation by Wang et al26 who com-

pared experimental low-loss and carbon K-shell core-loss spectra with

results of density functional theory (DFT) calculations for different

conformations of the PTFE polymer. The experimental values of the

features observed by these authors (for both the low-loss and core-

loss spectra) are in good agreement with electronic interband transi-

tions following from their DFT calculations and are indicated by the

arrows in the lower panel of Figure 4. Excellent agreement with the

features in the present spectra can be observed. The bulk-sensitive

spectrum in Figure 4 corresponds to the so-called H-157 phase con-

sisting of helical chains, containing 15 CF2 components in seven turns.

The surface-sensitive spectrum in our data has an additional peak that

according to the calculations in Wang et al26 corresponds to an inter-

band transition for the disordered helix-reversal defect conformation

of PTFE. This supports our interpretation of the features in the

surface-sensitive spectra within the HOMO–LUMO gap as being cau-

sed by radiation-induced defects and justifies the assignment of the

optical data extracted from the normalised bulk DIIMFP as being rep-

resentative for (defect-free) bulk materials.

The HOMO–LUMO distance was determined on the basis of

the volume DIIMFP extracted from the data (see below) by identify-

ing the structure with the lowest energy and fitting a straight line

to the region between 10% and 90% of the maximum intensity in

the lowest energy feature. The HOMO–LUMO distance, or band

gap energy, Eg, was determined from the intersection of the

resulting straight line with the energy loss axis. The error in the

value of the band gap resulting from this procedure is of the order

of 1 eV. The resulting values are compared in Table 2 with data

F IGURE 5 Fit of the normalised DIIMFP data extracted from the
measured REELS spectra to a Drude–Lindhard model
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from the literature. There is a reasonable correlation between the

present values and those found in the literature, the latter generally

being slightly smaller. This is consistent with the fact that the pre-

sent results pertain to the bulk electronic structure, as surface

energy losses were deconvoluted from the raw data. Radiation

induced defects in the near surface region are believed to be elimi-

nated by our deconvolution algorithm employed to separate surface

and bulk scattering.

The HOMO–LUMO distance was determined on the basis of the

volume DIIMFP extracted from the data by identifying the structure

with the lowest energy and fitting. The spectrum pairs shown in

Figure 4 measured under bulk- and surface-sensitive conditions were

subjected to the deconvolution procedure described in Section 3.2 to

yield the normalised DIIMFP. This quantity was fitted to the model

dielectric functions using the fitting algorithm described in Section 3.3.

The resulting fits are shown in Figure 5. The oscillator parameters for

the model dielectric functions are given in Tables A1–A7. Values of

the material parameters used in the fitting algorithm and for evalua-

tion of the f-sum and the KK-sum rule tests according to Equations (5)

and (7) are presented in Table 3.

The experimentally derived DIIMFPs of all materials, shown in

Figure 5, are quite similar except for PTFE, the only difference being

TABLE 2 Values of the band gap energy, Eg, or HOMO–LUMO
distance determined from the present measurements (left column)
compared with values found in the literature (right column)

Material Eg Eg, lit
(eV) (eV)

DNA 4.5 4.831

Igranox 5.4 �
Kapton 4.2 2.3232

PE 7.5 6.9,33 8.8,34 7.5,15 8.035

PMMA 6.7 4.2,36 5.0,15 5.037

PS 5.7 4.433

PTFE 7.2 7.7,38 6.9–8.226

TABLE 3 Physical quantities used in this study: average atomic
number Zav, mass densities ρ, atomic densities na, valence electron
densities nv and static refractive indexes n 0ð Þ are given for all studied
materials

Zav ρ na nv n 0ð Þ
(g/cm3) (Å�3) (Å�3)

DNA 4.85 1.439 0.09 0.282 1.5829

Irganox 3.32 1.07740 0.106 0.25 1.53540

Kapton 5.0 1.4241 0.087 0.29 1.8542

PE 2.66 0.9441 0.12 0.238 1.5243

PMMA 3.6 1.1941 0.106 0.267 1.4844

PS 3.5 1.0641 0.098 0.24 1.5844

PTFE 8.0 2.241 0.079 0.387 1.345
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the occurrence and intensity of π-plasmon peaks and the slightly

sharper πþσð Þ-plasmon in PE and PS. The DIIMFP of PTFE deviates

strongly from other materials having a much lower intensity in the

energy loss region up to 40 eV and a broader tail beyond that. The

Drude–Lindhard model dielectric function (with an artificially intro-

duced band gap) is seen to reasonably fit our experimental data over

the entire energy range in the UV regime. The quality of the fit using

the Drude parametrisation of optical constants (not shown) is very

similar, essentially yielding identical optical constants. The number of

oscillators required to obtain a good fit is generally different for the

two types of model dielectric functions, as seen in Tables A1–A7. It

should be noted that the fit parameters in conjunction with the model

dielectric functions provide a means to numerically reproduce our

experimentally retrieved ELF, but are generally void of a physical

meaning.

The f-sum and the KK-sum rules introduced in Equations (5)

and (7) were used to constrain the fit of the data to the

model ELF. Figure 6 shows the final results of f-sum and the KK-

sum rule tests as a function of ωmax. The maximum f-sum values are

seen to be slightly below the expected values of the average atomic

number Zav for PE and PTFE whereas for other materials, the f-sum

values are in a good agreement with Zav. The KK-sum values are more

than 10% higher than the expected theoretical value of unity for

DNA, PE, PS and PTFE, while for others, this value is reasonably

reproduced.

Figure 7 shows comparisons between the Drude and Drude–

Lindhard ELFs extracted from the normalised DIIMFP fits in the pre-

sent study (solid curves) and the ELFs found in previous stud-

ies29,37,42,46,47 (black circles) as well as results by Tahir and

Tougaard,15 given by the green curves. Some of these data15,48 were

obtained by a similar technique as in the present work, while the data

in previous studies29,42,46,47 were determined from XUV absorption

data and electron energy loss measurements in the transmission elec-

tron microscope (TEM-EELS).37 These literature data obtained from

optical techniques and the TEM intrinsically correspond to optical

constants for vanishing values of the momentum transfer (q¼0). The

present results were extracted from REELS measurements rep-

resenting an average over all values of the momentum transfer while

assuming that the loss features do not disperse, by choosing the value

of the dispersion coefficient α¼0 in Equation (4) in the fitting proce-

dure. The resulting ELFs shown in Figure 7 agree reasonably well in

shape on an absolute scale with optical constants published earlier.

The results of Tahir and Tougaard were obtained by using the disper-

sion coeffficient α as an adjustable parameter, which was found to be

small (α¼0:05). The agreement between the present optical con-

stants and the existing literature data confirms the validity of the

selected approach.

F IGURE 6 The f-sum (blue) and KK-sum (red) values as a function
of ωmax. The solid arrows indicate the limiting theoretical values for
the sum rule results

F IGURE 7 Legend on next page.

10 YURYEVNA RIDZEL ET AL.



5 | SUMMARY AND CONCLUSIONS

Normalised DIIMFPs for volume inelastic scattering were extracted in

absolute units from measured REELS spectra of seven different organic

insulators after deconvoluting the surface scattering contributions. The

band gap energies obtained from the volume scattering data are in rea-

sonable agreement with data found in the literature, being generally

slightly larger. The normalised DIIMFPs were fitted with sets of oscilla-

tor parameters using the Drude and Drude–Lindhard model dielectric

functions,19 constrained by the f-sum and the KK-sum rules to obtain

optical constants on an absolute scale. ELFs calculated on the basis of

the present optical constants were compared with various literature

sources.15,29,37,42,46–51 Satisfactory agreement of the optical constants

is found with available literature data for DNA, Kapton, PE, PMMA and

PS, while for PTFE, a good correspondence of the peaks in the optical

constants is found with the bulk electronic structure.
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APPENDIX A: VALUES OF THE DRUDE AND DRUDE–

LINDHARD OSCILLATOR PARAMETERS FOR THE DIELECTRIC

FUNCTION

This appendix contains values of the Drude and Drude–Lindhard

oscillator parameters for the dielectric function as given in

Tables A1–A7.

TABLE A1 Parameters for the Drude (Equation 2) and Drude–
Lindhard (Equation 3) model dielectric functions for DNA resulting
from the linear least squares fit of the data for the normalised DIIMFP
shown in Figure 5

Drude Drude–Lindhard

Ai Γi ωi

Ci

Γi ωi

(eV)2 (eV) (eV) (eV) (eV)

5.27 1.37 6.78 0.044 3.81 12.96

19.25 1.56 8.56 0.040 4.63 15.25

55.17 2.36 9.89 0.058 4.55 17.03

30.94 2.59 11.66 0.041 4.71 18.92

42.76 3.71 13.50 0.095 5.64 20.94

26.49 4.19 15.99 0.044 4.75 23.33

54.13 7.47 18.73 0.063 14.86 23.87

49.59 9.43 22.99 0.052 5.65 25.99

24.33 8.28 27.96 0.062 10.57 30.36

15.34 6.75 32.70 0.080 16.96 34.01

41.61 85.68 34.97 0.019 70.24 58.82

28.54 12.06 38.11

9.22 7.76 49.76

Note: An energy gap was simulated by multiplying the resulting energy

loss function with a Heaviside step function located at the the

experimentally determined value of the energy gap (see Table 2).

TABLE A2 Same as Table A1 for Irganox

Drude Drude–Lindhard

Ai Γi ωi

Ci

Γi ωi

(eV)2 (eV) (eV) (eV) (eV)

4.83 0.79 6.18 0.014 0.68 6.35

16.22 2.02 9.53 0.028 2.80 10.66

31.49 2.93 11.30 0.026 2.48 12.79

58.09 3.94 13.53 0.035 2.64 14.78

37.06 4.11 16.16 0.030 3.52 16.35

8.87 3.11 18.29 0.043 3.12 17.37

21.31 4.99 19.70 0.057 3.26 19.31

24.68 5.88 21.97 0.043 3.21 21.28

29.09 7.71 25.42 0.076 4.88 23.54

12.74 14.00 30.36 0.062 5.89 26.69

34.89 11.41 30.53 0.036 7.04 30.87

28.98 13.27 37.89 0.059 18.28 35.33

30.77 14.25 46.42 0.040 30.01 42.15

29.04 16.62 56.37 0.026 28.46 50.62

15.27 19.59 72.05

TABLE A3 Same as Table A1 for Kapton

Drude Drude–Lindhard

Ai Γi ωi

Ci

Γi ωi

(eV)2 (eV) (eV) (eV) (eV)

32.27 1.76 5.49 0.050 1.40 6.41

9.11 1.37 8.62 0.037 5.31 10.54

25.63 2.47 9.91 0.041 3.67 12.60

43.68 3.43 11.63 0.022 2.92 14.33

45.32 5.03 14.05 0.100 4.84 16.88

35.47 6.25 16.63 0.046 3.85 19.43

70.07 9.94 20.07 0.047 4.75 21.60

36.44 9.81 25.30 0.124 8.82 24.09

31.19 11.54 31.20 0.158 12.80 28.26

31.45 15.14 37.52 0.038 12.27 35.96

29.91 16.93 46.15 0.024 34.88 46.33

25.13 12.44 56.03 0.021 23.22 53.12

10.40 7.61 65.02

OPTICAL CONSTANTS OF ORGANIC INSULATORS 13



TABLE A4 Same as Table A1 for polyethylene (PE)

Drude Drude–Lindhard

Ai Γi ωi

Ci

Γi ωi

(eV)2 (eV) (eV) (eV) (eV)

70.66 1.18 7.92 0.018 1.62 9.79

32.84 2.73 9.51 0.099 4.40 13.07

30.55 2.86 10.77 0.124 4.46 15.79

20.19 3.24 12.41 0.092 3.89 18.09

43.64 12.33 14.35 0.109 4.43 20.57

24.61 4.27 14.80 0.097 5.46 23.22

10.17 3.40 17.22 0.077 7.03 26.31

11.94 3.91 19.55 0.114 12.42 29.92

18.21 6.93 22.46

31.60 14.43 26.26

18.33 13.57 26.53

20.95 16.79 29.75

TABLE A5 Same as Table A1 for PMMA

Drude Drude–Lindhard

Ai Γi ωi

Ci

Γi ωi

(eV)2 (eV) (eV) (eV) (eV)

11.74 2.08 9.28 0.094 5.86 14.97

25.83 2.14 10.51 0.042 4.09 17.56

21.54 1.97 11.87 0.029 5.07 19.44

26.72 2.53 13.19 0.042 7.18 20.34

27.55 3.13 14.63 0.032 5.08 20.72

29.62 4.06 16.47 0.037 5.48 22.86

27.89 5.14 18.73 0.033 7.13 23.90

23.39 6.19 21.23 0.034 7.14 25.68

39.77 9.50 24.23 0.037 9.02 27.98

29.09 12.02 28.62 0.055 14.11 28.64

28.37 16.36 32.02 0.047 12.63 33.22

22.13 16.91 36.60 0.023 47.23 42.25

16.79 21.99 45.09 0.017 23.75 43.79

20.63 22.37 50.38 0.008 55.84 46.22

40.54 63.83 61.13 0.013 59.81 53.17

TABLE A6 Same as Table A1 for polystyrene (PS)

Drude Drude–Lindhard

Ai Γi ωi

Ci

Γi ωi

(eV)2 (eV) (eV) (eV) (eV)

46.95 0.53 5.70 0.060 0.88 6.91

14.28 1.17 9.07 0.011 1.35 9.76

34.72 3.06 9.87 0.012 2.14 10.86

24.28 4.72 10.52 0.044 3.52 12.77

4.78 2.04 10.71 0.086 4.89 15.76

31.07 3.33 11.89 0.116 4.83 18.99

47.63 4.59 14.27 0.090 4.67 21.51

34.49 5.00 17.06 0.076 4.71 24.12

31.32 6.15 20.33 0.050 4.59 27.11

25.56 6.41 23.87 0.029 4.43 29.98

18.04 5.80 27.57 0.019 4.50 33.39

13.16 5.45 31.41 0.005 4.00 37.00

7.39 4.81 35.34

TABLE A7 Same as Table A1 for PTFE

Drude Drude–Lindhard

Ai Γi ωi

Ci

Γi ωi

(eV)2 (eV) (eV) (eV) (eV)

1.36 0.46 7.94 0.007 0.56 8.03

7.78 1.21 12.25 0.007 1.16 12.74

61.08 3.37 15.24 0.038 2.76 16.14

35.78 4.48 19.20 0.023 3.50 17.67

17.52 3.43 20.50 0.069 4.30 21.14

110.88 11.79 25.30 0.053 4.94 24.20

110.12 22.23 35.99 0.030 4.35 27.17

303.57 48.94 52.41 0.016 3.82 29.34

0.060 8.95 32.87

0.040 11.79 39.17

0.067 22.97 49.45

0.072 54.26 57.95
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