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Abstract: This paper presents a novel framework for camera pose estimation using the human head as a calibration object. The proposed approach enables extrinsic calibration based on 2D input images (RGB and/or NIR), without any need for additional calibration objects or depth information. The method can be used for single cameras or multi-camera networks. For estimating the human head pose, we rely on a deep learning based 2D human facial landmark detector and fit a 3D head model to estimate the 3D human head pose. The paper demonstrates the feasibility of this novel approach and shows its performance on both synthetic and real multi-camera data. We compare our calibration procedure to a traditional checkerboard calibration technique and calculate calibration errors between camera pairs. Additionally, we examine the robustness to varying input parameters, such as simulated people with different skin tone and gender, head models, and variations in camera positions. We expect our method to be useful in various application domains including automotive in-cabin monitoring, where the flexibility and ease of handling the calibration procedure are often more important than very high accuracy.

1 Introduction

Registering the position and orientation of cameras relative to each other is called camera pose estimation or extrinsic calibration. It is a common task in 3D computer vision, where main application fields cover the areas of robotics as well as automotive and virtual reality (Pajdla and Hlaváč, 1998; Xu et al., 2021). In order to calculate the camera pose, some known calibration object is commonly used to find proper inter-relationships (Gua et al., 2015). Prevalent objects are boards with a checkerboard pattern or a circle grid pattern on a flat surface (Zhang, 2000; Abad et al., 2004). Unfortunately, such patterns are not always easily applicable in different scenes and use cases. In this paper, we present a novel approach to calculate the extrinsics of multiple cameras using the human head as a calibration pattern. Figure 1 shows the application of our camera pose estimation technique in an automobile cockpit. Given one or multiple synchronized cameras observing a human head and one projection for each camera of such a head allows the extraction of 2D landmarks for each projection, which, in combination with a given 3D head model, allows the extraction of both a 3D head pose and all camera poses. The presented method is therefore especially suited for camera setups where human heads are visible or analyzed, such as environments within a cockpit of a vehicle, train or plane, where one or more cameras are focusing on the occupants. By using an underlying 3D head model, the method does not need depth information as an input and instead only requires 2D input images, such as RGB or NIR images. Our approach is useful for applications where an ease of calibration is more important than a high calibration accuracy. Such applications include region-based attention monitoring (Lamia and Moshiul, 2019), robot attention tracking (Stiefelhagen et al., 2001) and automated shops (Gross, 2021). It is infeasible to require users of such systems to calibrate the cameras extrinsically beforehand.

2 Related Work

Using the human head as a calibration target is a novel approach for multi-camera pose estimation. Traditionally, a planar calibration pattern has been applied for the task of multi-camera pose estimation. Initially, (Zhang, 1999) proposes to use a plane from unknown orientations. Later, (Zhang, 2000) propose
to use a planar checkerboard-like calibration pattern. (Abad et al., 2004) adapt this approach to rely on concentric cycles. (Ansar and Daniilidis, 2002) propose an algorithm for camera pose estimation supporting both point and line correspondences. (Manolis and Xenophon, 2013) shows a model-based pose estimation technique using general rigid 3D models can be applied as well. (Camposco et al., 2018) aim to solve camera pose estimation by leveraging structure-based (2D-3D) and structure-less (2D-2D) correspondences. (Nöll et al., 2010) provide an overview of camera pose estimation techniques.

Human head pose estimation is the task of estimating the 3D pose of a head in a given input image (Shao et al., 2020). In some earlier works, head pose estimation was performed by using manifolds (Chen et al., 2003; Balasubramanian et al., 2007; Raytchev et al., 2004). Promising results were also achieved by applying random forests on RGB and depth images (Z. Qiao and Dai, 2013; Fanelli et al., 2011; Fanelli et al., 2013; Huang et al., 2010; Valle et al., 2016; Li et al., 2010). Deep learning based approaches have also shown to be successful for RGB and depth images (Venturelli et al., 2016; Ruiz et al., 2018; Wu et al., 2018; Liu et al., 2016; Patacchiola and Cangelosi, 2017).

The need for multi-camera pose estimation in the absence of a dedicated calibration object is common in 3D computer vision. (Bleser et al., 2006) use a CAD model to reconstruct the camera pose. The approach of (Rodrigues et al., 2010) exploits planar mirror reflections in the scene. (Hödmoser et al., 2011) rely on pedestrians on a zebra crossing to estimate the camera pose. Related to our approach are (Puwelin et al., 2014), (Kosuke et al., 2018) and (Molinier et al., 2020). However, their methods use the whole human body pose, instead of only the head pose, to calculate the extrinsics of all cameras relative to each other. Consequently, these approaches usually require the full human body to be visible by the cameras. Such set-ups are convenient in common surveillance or studio-like environments, but less well suited for scenarios where the human head is the focus of the camera setup. Another fundamental difference is that these approaches use the joint positions as point correspondences, whereas our work relies on pure estimation of a human’s head pose.

### Table 1: Runtimes of head pose estimation on ARM Cortex A57 (2.035 GHz) per camera.

<table>
<thead>
<tr>
<th>No. Cores</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Runtime</td>
<td>25.1 ms</td>
<td>14.9 ms</td>
<td>12.1 ms</td>
<td>9.9 ms</td>
</tr>
</tbody>
</table>

Table 1: Runtimes of head pose estimation on ARM Cortex A57 (2.035 GHz) per camera.

Our multi-camera calibration method performs head pose estimation for each camera independently and simultaneously, resulting in a set of transformations from a shared head coordinate system into the respective camera coordinate systems and vice versa. In this section, we explain the overall calibration workflow for multi-camera pose estimation using 3D head pose estimation.

### 3.1 General Workflow

Multi-camera pose estimation is a common problem in 3D computer vision and can be time-consuming to perform. Traditionally, it is first necessary to physically prepare some calibration object, for example print an adequate checkerboard, and then validate that the calibration object satisfies certain conditions, such as being rigid and unbendable. Afterwards, it is usually necessary to set up and parameterize the calibration pipeline. The calibration itself can then be executed by placing the calibration object, capturing the calibration data and finally performing the calibration. In contrast, our approach only requires a single person to be present in the scene in order to calculate the head pose based camera pose estimation. Calculating the human head pose is computationally more expensive than localizing the checkerboard pattern. We counteract this problem by running the head pose estimation algorithm on a graphical processing unit (GPU), resulting in comparable execution times. Table 1 gives an overview of the runtimes on different numbers of cores.
3.2 Camera Pose Estimation Using 3D Human Head Pose Estimation

Assuming the camera intrinsics are known, the first step in our novel camera pose estimation pipeline is the extraction of a human head pose. In principle, any head pose estimator that returns a proper orientation and translation for a human head can be used for our method. For the case of cockpits in vehicles, we can usually assume that the cameras have an unobstructed view of the occupant’s face, which allows for the usage of facial landmarks for head pose estimation. In our work, we first detect the face using an off-the-shelf face detector and then extract the facial landmarks in the captured 2D image from each camera. We choose a convolutional neural network (CNN) architecture to obtain the facial landmarks using convolutional pose machines (CPMs) based on (Wei et al., 2016) trained with faces from the COCO 2014 dataset (T.-Y. Lin et al., 2014). The authors of (Wei et al., 2016) provide a prediction framework for learning image features and image-dependent spatial models with long-range dependencies between image features. In the original paper, the authors applied CPMs for human pose estimation, but as shown in Section 4, this can be extended to extracting facial landmarks as well.

We then use the extracted facial landmarks to fit a 3D-head model using iterative Perspective-n-Point (PnP) on the estimated facial landmarks (Lu et al., 2020). We first consider the case of a single camera. Using PnP, we get a transformation from the head coordinate system to the camera coordinate system. The accuracy of the PnP-step depends on two main factors. Firstly, the quality of the facial landmarks. For example, the nose can usually be predicted relatively precisely. The same might not be the case for the ears, as they are often covered by hair or the orientation of the head itself. Luckily, the CPM architecture we implemented can often still estimate a reasonable location for such facial landmarks. Secondly, the degree to which the 3D-head model actually matches the predicted facial landmarks is also important for the quality of the final head pose. We assume a predefined 3D-head model for each detection, which might lead to more inaccuracy if the recorded head does not fit the assumption. Nevertheless, we found in our experiments that a generic 3D-head model still is applicable for a broad range of different human heads.

In the following we discuss how to construct the multi-camera network. Figure 2 visualizes the multi-camera setup with the corresponding coordinate systems and transformations.

We define a head pose as a translation and orientation between a camera coordinate system’s origin to the head’s coordinate system’s origin. To construct a transformation \( \mathbf{T} \) from the head pose translation \( t \) and rotation matrix \( \mathbf{R} \), which transforms from the head coordinate system into the camera coordinate system, we use the convention of Equation 1. We define a transformation \( \mathbf{T} \) as a 4x3 matrix in which a 3x3 matrix \( \mathbf{R} \) defines the rotation and a 1x3 matrix \( t \) specifies the translation. Equation 2 shows how to perform the inverse transformation.

\[
\mathbf{T} = [\mathbf{R} | \mathbf{t}]
\]

\[
\mathbf{T}^{-1} = [\mathbf{R}^T | -\mathbf{R}^T \mathbf{t}]
\]

In Figure 3, the coordinate system of a camera is denoted as \( \text{CCS}_i \), the shared coordinate system defined by the head pose is denoted as \( \text{SCS} \). Estimating the head pose in the coordinate system of a camera \( \text{CCS}_i \) gives us a transformation \( \mathbf{T}_i \), which is a transformation from the shared coordinate system \( \text{SCS} \) into \( \text{CCS}_i \). Transforming from \( \text{CCS}_i \) into \( \text{SCS} \) can be done by applying the transformation \( \mathbf{T}_i^{-1} \).

\[
\mathbf{t}_{\text{SCS}} = \mathbf{T}_i^{-1} * \mathbf{t}_i
\]

\[
\mathbf{R}_{\text{SCS}} = \text{rot}(\mathbf{T}_i)^{-1} * \mathbf{R}_i * \text{rot}(\mathbf{T}_i)
\]

\[
\text{rot}([\mathbf{R} | \mathbf{t}]) = \mathbf{R}
\]

Equation 3 defines the transformation of an arbitrary translation \( \mathbf{t}_i \) from the coordinate system of camera \( \text{CCS}_i \) into the shared coordinate system defined by the head pose \( \text{SCS} \), resulting in the transformed translation \( \mathbf{t}_{\text{SCS}} \). It can be seen that we can transform from the \( \text{SCS} \) into \( \text{CCS}_i \) by applying the transformation \( \mathbf{T}_i \). Equation 4 shows how to transform an arbitrary rotation \( \mathbf{R}_i \) from the coordinate system of the camera \( \text{CCS}_i \) into the shared coordinate system defined by
the head pose SCS, resulting in the transformed rotation $R_{SCS}$. The function $\text{rot}(T)$ returns the $3 \times 3$ rotation matrix $R$ of the transformation $T$ (see Equation 5).

4 Experiments

In the following subsections we examine the accuracy of our calibration method under multiple modalities: We investigate the overall performance of head pose based camera pose estimation in Section 4.2. We compare our approach to a camera pose estimation based on a checkerboard in Section 4.3. We examine the bias of our approach towards different groups of people in Section 4.4. We compare the performance of our approach with different camera poses relative to the head pose in Section 4.5. We analyze the impact of different head models 4.6. We carry out a calibration using real data captured using the Opti-Track Motive camera system (NaturalPoint Inc., 2021) in Section 4.7, and we perform a qualitative evaluation of our head pose based camera calibration in Section 4.8.

4.1 Experiment Setup

The experiments were mainly carried out using a synthetic NIR camera, as we wanted to simulate a typical setup found in cars. Most of the times, near infrared cameras are applied in such environments because they do not depend on a well-illuminated scene to deliver high-quality images. Other setups using RGB cameras are also compatible with our method. Using synthetically rendered images enables us to test many different modalities which would have been difficult to replicate in the real world. In order to ensure our approach generalizes we also performed experiments using a real-world near infrared camera setup. Our simulation additionally includes the ground truth camera pose estimation for all cameras. Thus, we can compare the results of our multi-camera pose estimation method with the ground truth pose.

We perform our experiments using stereo camera setups commonly found in vehicle-like cockpits. As shown in Section 3, adding additional cameras to the camera network has no impact on the transformation accuracy of previous cameras. A schematic overview of the evaluation camera setup is shown in Figure 3. The setup consists of a front and side camera. The front camera is placed directly in front of the occupant and the side camera is placed on the right side of the occupant. For our experiments we seek to define evaluation metrics that enable us to compare the results intuitively, while also ensuring that the chosen metrics actually reflect the accuracy of our system. First of all, we split the transformation error into errors resulting from the translation and the rotation, in order to distinguish between inaccuracies relating to rotation and translation. Given a point in the shared coordinate system SCS, we transform the point $p_{SCS}$ into $CCS_1$ to $p_1$ and $CCS_2$ to $p_2$ using corresponding ground truth camera pose data. Then we transform the point $p_1$ using the estimated camera pose $T_{1}^{-1}$ for camera 1 into SCS resulting in $p_{SCS}$ from 1. Analogously, we transform $p_2$ using the estimated camera pose $T_{2}^{-1}$ for camera 2 into SCS resulting in $p_{SCS}$ from 2. If the estimated camera poses match the ground truth camera poses exactly, $p_{SCS}$ from 1 $p_{SCS}$ from 2 $p_{SCS}$ holds, meaning that both points transform to the same position in the shared coordinate system SCS. Comparing the two transformed points $p_{SCS}$ from 1 and $p_{SCS}$ from 2 with each other allows us to measure the degree of inaccuracy introduced by the camera pose transformation. We then compare the mean euclidean distance of the two points.

Similarly, for the rotation errors, given a rotation in the shared coordinate system SCS, we transform the rotation $R_{SCS}$ into $CCS_1$ to $R_1$ and $CCS_2$ to $R_2$ using ground truth camera pose data. Then we transform the rotation $R_1$ using the estimated camera pose $T_{1}^{-1}$ for camera 1 into SCS resulting in $R_{SCS}$ from 1, analogously we transform $R_2$ using the estimated camera pose $T_{2}^{-1}$ for camera 2 into SCS resulting in $R_{SCS}$ from 2. As in the previous point transformation, if the estimated camera poses match the ground truth camera pose exactly, $R_{SCS}$ from 1 $R_{SCS}$ from 2 $R_{SCS}$ holds, meaning that the rotations transform to the same rotation in the shared coordinate system SCS. Afterwards, we convert the rotation matrices into pitch, yaw and roll Euler angles in degrees, as they are intuitive to understand for humans. We then calculate the mean
<table>
<thead>
<tr>
<th>Seq. ID</th>
<th>Calibration Object</th>
<th>Skin</th>
<th>Head Model</th>
<th>Camera Distance</th>
<th>Mean Distance [m]</th>
<th>Mean Euler [deg]</th>
<th>Std. Distance [m]</th>
<th>Std. Euler [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Checkerboard</td>
<td>-</td>
<td>Regular</td>
<td>-</td>
<td>0.103</td>
<td>0.171</td>
<td>0.002</td>
<td>0.178</td>
</tr>
<tr>
<td>2</td>
<td>Woman 1</td>
<td>Lighter</td>
<td>Default</td>
<td>Regular</td>
<td>0.232</td>
<td>10.981</td>
<td>0.051</td>
<td>7.141</td>
</tr>
<tr>
<td>3</td>
<td>Woman 2</td>
<td>Darker</td>
<td>Default</td>
<td>Regular</td>
<td>0.259</td>
<td>14.674</td>
<td>0.088</td>
<td>9.213</td>
</tr>
<tr>
<td>4</td>
<td>Woman 3</td>
<td>Darker</td>
<td>Default</td>
<td>Regular</td>
<td>0.212</td>
<td>10.744</td>
<td>0.059</td>
<td>5.736</td>
</tr>
<tr>
<td>5</td>
<td>Man 1</td>
<td>Darker</td>
<td>Default</td>
<td>Regular</td>
<td>0.279</td>
<td>15.015</td>
<td>0.083</td>
<td>8.88</td>
</tr>
<tr>
<td>6</td>
<td>Man 2</td>
<td>Lighter</td>
<td>Default</td>
<td>Regular</td>
<td>0.295</td>
<td>13.366</td>
<td>0.063</td>
<td>9.568</td>
</tr>
<tr>
<td>7</td>
<td>Man 3</td>
<td>Lighter</td>
<td>Default</td>
<td>Regular</td>
<td>0.272</td>
<td>13.847</td>
<td>0.055</td>
<td>10.500</td>
</tr>
<tr>
<td>8</td>
<td>Woman 1</td>
<td>Lighter</td>
<td>Exact</td>
<td>Regular</td>
<td>0.231</td>
<td>13.305</td>
<td>0.089</td>
<td>8.254</td>
</tr>
<tr>
<td>9</td>
<td>Woman 1</td>
<td>Lighter</td>
<td>Default</td>
<td>Far Side</td>
<td>0.226</td>
<td>10.053</td>
<td>0.121</td>
<td>9.040</td>
</tr>
<tr>
<td>10</td>
<td>Woman 1</td>
<td>Lighter</td>
<td>Default</td>
<td>Far</td>
<td>0.203</td>
<td>9.636</td>
<td>0.119</td>
<td>8.558</td>
</tr>
<tr>
<td>11</td>
<td>Woman 1</td>
<td>Lighter</td>
<td>Default</td>
<td>Near</td>
<td>0.252</td>
<td>10.462</td>
<td>0.0428</td>
<td>6.199</td>
</tr>
<tr>
<td>12</td>
<td>Woman 1</td>
<td>Lighter</td>
<td>Default</td>
<td>Side</td>
<td>0.203</td>
<td>9.636</td>
<td>0.119</td>
<td>8.558</td>
</tr>
<tr>
<td>13</td>
<td>Woman 1</td>
<td>Lighter</td>
<td>Default</td>
<td>All</td>
<td>0.239</td>
<td>11.641</td>
<td>0.089</td>
<td>9.856</td>
</tr>
<tr>
<td>14</td>
<td>All persons</td>
<td>All</td>
<td>All</td>
<td>All</td>
<td>0.239</td>
<td>11.641</td>
<td>0.089</td>
<td>9.856</td>
</tr>
</tbody>
</table>

Table 2: Quantitative evaluation results for our synthetic dataset. Sequence ID relates to the order of operation in which we have performed the evaluation and is used for reference. Calibration object refers to the calibration object which has been used for estimating the camera pose. Skin refers to the skin tone of the person visible. Head Model defines the head model which we used for estimating the camera pose. Camera Distance defines the camera position. Refer to Figure 6 for a visualization of the different camera positions. Mean Distance refers to the mean euclidean distance in meters between the estimated camera positions. Mean Euler refers to the mean angle difference of the three Euler angles pitch, yaw and roll in degrees. Std. Distance and Std. Euler refer to the standard deviation for the respective evaluation metrics. The row with sequence ID 14 contains the evaluation results for all synthesized camera images from previous experiments.

4.2 Core Experiment

The results of our multi-camera pose estimation method achieved for our entire synthetic dataset can be seen in Table 2 at sequence Id 14. The mean distance in this test is 0.24m and the mean of the Euler angles is 11.64 degrees. Thus, our approach works as expected and the results are satisfactory for a wide array of different settings. We observe some inaccuracy, but not to a degree that makes the approach inapplicable for various use-cases in cockpits or other similar environments.

4.3 Comparison with Checkerboard

This experiment compares the head pose based camera pose estimation with a traditional checkerboard based camera pose estimation workflow, establishing a baseline performance for further comparisons. To the best of our knowledge, there is no pre-existing method for camera pose estimation using a human head which can be compared to our approach in a meaningful way. Thus, we chose the following approach of establishing a baseline for the accuracy.

We synthesize a scenario in which a person in front of a stereo camera setup turns their head from facing forward to facing 90 degrees to the right. We sample 46 frames from this motion. In each frame, the person moves their head slightly towards the final head rotation. This approach captures the inaccuracies introduced by different head poses relative to the two cameras. Afterwards, we capture additional 46 frames, but this time we rotate a checkerboard from facing forward to facing 90 degrees to the right instead. As the motion and camera setup are essentially the same, we can compare the accuracy of these two approaches meaningfully. We calculate the metrics described in Section 4.1 for both the head pose based camera pose estimation and the checkerboard based camera pose estimation. The mean distance of the checkerboard based camera pose estimation is 0.10m and the mean Euler is 0.11 degrees (refer to Table 2, sequence Id 1). The mean distance for our approach is 0.23m and the mean Euler is 11.64 degrees (refer to Table 2, sequence Id 14). Figure 4 shows the performance of our calibration method compared to the checkerboard relative to the head rotation. The x-axis represents the degree of the rotated head and the y-axis represents the euclidean distance for two transformed points in Figure 4 (left) and the mean Euler angle difference of all Euler angles.
The graphs of Figure 4 show that in our example for the translation, the most accurate transformations can be achieved for cases where the head is rotated approximately 45 degrees. For the rotation no such observation can be made. Another insight from those graphs is that the checkerboard is (a) more stable regardless of the rotation of the calibration object itself, (b) more accurate for estimating the camera pose compared with the head pose based camera pose estimation and (c) the camera pose estimation fails for extreme rotations of the checkerboard relative to the forward-facing camera. Importantly, our approach is not expected to match the accuracy of the checkerboard pattern. Instead, its advantage lies in the ease of calibration for cases which do not require the most accurate calibration. Additionally, the accuracy of our approach is heavily dependent on the quality of the head pose estimation. Better head pose estimators most likely result in better camera pose estimations. However, for a variety of use cases, such as attention monitoring or early sensor fusion in a multi-camera setup, the inaccuracies we observe would most likely be acceptable.

### 4.4 Bias Towards Skin Color and Gender

In this subsection, we examine a potential bias of our approach towards different groups of people. In particular, we focus on the evaluation of the performance of our model for people with different skin colors and different genders. Many deep learning based systems have shown significant biases towards people with lighter skin. In the following, we generate synthetic datasets with different people. In particular, we create a total of six datasets with different groups of people and with 46 frames each, similar to the dataset synthesized for Section 4.3. These datasets contain three people with darker skin and three people with lighter skin, as well as three females and three males. Figure 5 shows a rendering of the human models used in the datasets for this experiment. Table 2 shows the evaluation results for the people in rows with sequence Id 2, 3, 4, 5, 6 and 7. Table 3 shows the evaluation metrics for the selected subgroups.

There is no evidence of bias from the data we synthesized. The maximum difference of the mean distance is 5.4 cm and the maximum difference in mean Euler is 2.97 degrees. Thus, in our tests we found that our approach, based on the synthesized dataset, shows no evidence of bias regarding gender and skin-color.

<table>
<thead>
<tr>
<th>Bias</th>
<th>Mean Dist. [m]</th>
<th>Mean Euler [deg]</th>
<th>Std. Dist. [m]</th>
<th>Std. Euler [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light skin</td>
<td>0.266</td>
<td>13.4</td>
<td>0.062</td>
<td>9.9</td>
</tr>
<tr>
<td>Dark skin</td>
<td>0.240</td>
<td>12.8</td>
<td>0.079</td>
<td>8.1</td>
</tr>
<tr>
<td>Female</td>
<td>0.228</td>
<td>11.8</td>
<td>0.068</td>
<td>7.6</td>
</tr>
<tr>
<td>Male</td>
<td>0.282</td>
<td>14.7</td>
<td>0.069</td>
<td>10.2</td>
</tr>
</tbody>
</table>

Table 3: Performance metrics for people with different skin colors and different genders. The data does not indicate significant bias against any skin color or gender.

### 4.5 Comparison of Camera Poses

This subsection examines the impact of different camera poses relative to the head pose. Intuitively, one would expect that different camera poses do not have a significant impact on the accuracy of the final camera poses, as long as the head pose can be accurately estimated. We selected four different camera poses for this experiment. In Figure 6, we show a rendering of the various camera poses used for the evaluation. Additionally to the regular camera pose (number 4 in Figure 6), we selected two other poses which have a smaller distance to the main frontal camera (cameras with the label Side and Far Side in Table 2). We also used a setup with a camera that was much closer to the head of the person, marked with the label Near in Table 2.

The experiment results indicate that there is no significant loss of performance by changing the camera pose. The mean distances of the various camera poses listed in Table 2 (Id 2, 10, 11 and 12) differ at most 5 cm from each other, the mean Euler differ angles 1.3 degrees at most. The standard deviations of the selected accuracy metrics are in the same orders of magnitude. Thus, our experiments indicate no significant decrease of accuracy for various camera poses relative to the head pose.

### 4.6 Impact of Different Head Models

To examine the impact of different head models, we created a dataset with a different head model. As our data is synthetically generated, we have access to the true 3D head model. Figure 7 shows the 2D facial landmarks (left) and the corresponding 3D head model (right). Table 2 sequence Id 9 contains the evaluation results with the true 3D head model. Sequence Id 2 shows the results using a generic 3D head model. The difference of the mean distance is 0.1 cm, and the difference of the mean Euler angle is 3 degrees for the generic head model and the exact head model.

Both differences are not significant enough to state that the exact head model performs better (or worse) compared to the generic head model. It is remarkable
that against our intuition, the default head model does not perform better than the exact 3D head model. We reason this might be due to inaccuracies in the annotation of the facial landmark keypoints in the dataset we chose to train our deep learning network on.

<table>
<thead>
<tr>
<th>Calib Object</th>
<th>Mean Dist [m]</th>
<th>Mean Euler [deg]</th>
<th>Std. Dist [m]</th>
<th>Mean Std. Euler [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Checkerboard</td>
<td>0.017</td>
<td>0.5</td>
<td>0.007</td>
<td>0.0</td>
</tr>
<tr>
<td>Person</td>
<td>0.174</td>
<td>4.8</td>
<td>0.056</td>
<td>3.1</td>
</tr>
</tbody>
</table>

Table 4: Performance using real data captured by using the Opti-Track Motive camera setup.

In order to verify that our approach generalizes to real data, we performed experiments with data captured by the Opti-Track Motive camera system (NaturalPoint Inc., 2021). We created a setup as similar as possible to the experiment we describe in Section 4.3. A person’s head is rotating from the front camera to the side camera, which is approximately 90 degrees to the left side of the person. We additionally perform camera pose estimation using a checkerboard, giving us a baseline for the performance of the head pose based camera pose estimation algorithm.

As can be seen in Table 4, the mean distance of the head pose based camera calibration differs on average by 17.4cm and the Euler rotation on average by 4.83 degrees. These values show that our approach gener-
Figure 8: Head pose estimation results from real camera input. As can be seen in the qualitative results on synthetic input data (see Figure 9), the head pose estimation is significantly more stable and accurate on real data than on synthetic data. This result is expected as the 2D facial landmark detector has been trained on real input data.

Figure 9: Qualitative results of the synthetic dataset. The 3D-axis (1) represents the estimated head pose. The 3D-axis (2) represents the estimated camera pose and the 3D-axis with the red outline (3) represents the ground truth camera pose. The first row represents the forward-facing camera and the second row shows the side-facing camera. A nearby-positioned and similarly-rotated 3D axis (2) of the estimated camera pose relative to the 3D axis (3) of the ground truth camera pose indicates a more accurate camera pose estimation.

alizes to the real world. Interestingly, the mean Euler and distance metric is considerably lower for the real data than the synthetic data. This phenomenon is most likely due to the fact that the deep learning based facial landmark extractor is better at extracting the facial landmarks of real human faces, rather than synthetically rendered human faces. Qualitatively, it can be seen in Figure 8 that the head pose estimation algorithm provides more stable head rotation estimates for real data than for the synthetic data.

4.8 Qualitative Evaluation

In this subsection, we evaluate the results of the head pose based camera pose estimation qualitatively. We compare the ground truth with the results of our camera pose estimation result in Figure 9. It can be seen that the main driving factor for a reliable head pose based camera pose estimation is a proper head pose estimation. For cases in which the head pose is estimated more precisely, the resulting camera pose is also estimated more accurately. Comparing the synthetic head pose estimation in Figure 9 with head pose estimations on real data in Figure 8 reveals why the mean Euler difference and mean distance for the real dataset are lower. The head pose estimation for the real image captures is qualitatively superior compared to the synthetic dataset. There are no unexpected rotations present and the nose is always the origin of the estimated head coordinate system. Our results indicate that our head pose based camera pose estimation generalizes to real-world applications. Thus, our approach will likely perform satisfactory in a real world application as well.
5 Conclusion and Future Work

We have demonstrated the feasibility of a novel single- and multi-camera pose estimation technique which relies exclusively on the computed 3D head pose of a human in the scene. A broad range of experiments were carried out on simulated and real images of vehicle cockpit scenes with varying camera configurations. Our tests on real multi-camera data have shown an average translational and rotational error of about 17 cm and less than 5 degrees, respectively. The proposed method can be applied to use cases where a certain decrease in accuracy compared to traditional checkerboard calibration is outweighed by the natural, easy and flexible handling of the head pose based calibration. Such use cases include camera setups within the cockpit of a vehicle, train or plane, where one or more cameras focus on the occupants, for example, for the purpose of attention monitoring or early sensor fusion in a multi-camera environment. Other potential applications include robot attention tracking or monitoring customer interest in automated stores.

In future work, the 2D facial landmarks employed in our approach and symmetries typically present in human faces could potentially be used to extend our approach to estimate the camera intrinsics as well. This would allow for the extraction of a full camera calibration from human faces as a calibration object. Currently, our approach relies on detecting 2D facial landmarks for head pose calculation. Further research could try to alleviate the requirements of facial landmarks detection in order to generalize the head pose estimation algorithm to viewing conditions where the human face is not visible to all cameras.
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